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Is it time for HEP to incorporate ARM CPUs into “online” and “offline” computing?
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What is ARM?

Benchmarking on ARM

Software on ARM

So far we’ve:

• benchmarked ARM processors (HPL, STREAM, PMBW),

• Run an E/p analysis using the Configuration Management Tool (CMT) and ROOT,

• built a dedicated PROOF (Parallel ROOT Facility) ARM farm.* 

Currently:

• Building the entire ATLAS software stack (ATHENA) on ARM

*In collaboration with Wits
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} All in the context of 
“offline” computing
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What is ARM?
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Embedded boards
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Samsung Exynos 5250
A15 Dual Core

Freescale i.MX6
A9 Quad Core

AllWinner A20
A7 Dual Core

NVIDIA Tegra-K1
A15 Quad Core

For reference
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High Performance Linpack
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• Increasing matrix and block size (from left to right)

Multimeter
(CPU & all peripherals)

Intel Power Gadget
(only CPU)
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Stream benchmark
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Serial memory bandwidth. Choice of OS clearly 
plays a large role in performance for A15 quad-
core.

HEPPW 13/02/2015



Joshua Wyatt SmithUniversity of Cape Town

E/p analysis
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s=serial portion
ω=communication overhead
n=number of processors

The E/p analysis for the TileCal in ROOT. First 
practical use of CMT on an ARM board. 

SEB=Strong Scaling, Embarrassingly 
parallel, Blocking network:
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A PROOF cluster
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CPU performance
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(very scalable)
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ATLAS Software on ARM
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LCG Software

DetCommon Gaudi

AtlasCore

AtlasConditions

AtlasEvent

AtlasReconstruction

AtlasTrigger

AtlasAnalysis

AtlasO✏ine

AtlasProduction Kit

dqmCommon

AtlasSimulation

tdaqCommon

≈200 packages

≈25 packages

≈31 packages
≈280 packages

An ATLAS kit (ATHENA) has over 2000 packages
             ≈ 6.5 Million lines of code

All of it built for x86 running SLC 5/6 and 
more recently CentOS 7

≈380 packages

etc…
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 Can’t use precompiled 
binaries in AFS or LXPLUS.   

 ARMS throws compile 
errors which need to be 
fixed by hand.
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CMake/CMT
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CMake CMT

• Package and software managers,
• Both require knowledge of new non-trivial syntax.

• Minimal dependencies,

• Cross compilation possible, 

• Generates a cache, so is fast,

• Easily supports parallel builds,

• steer project with a CMakeLists.txt,

• Lots of documentation!

• ATLAS software being migrated to CMake.

• Still the preferred method,

• Cross compilation NOT possible, 

• sloooooow,

• Is difficult to learn,

• Only capable of a small amount of 
parallelization,

• Each individual package needs ambiguous 
“requirements" file.
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ATLAS Software on ARM
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Introducing:  ANA (ATLAS Nightly on ARM)
- builds software at night, ready for debugging
the next day. (Based of ATLAS NICOS).

 CMT environments and directory styles,

 Populate directories, 

 Create project.cmt and “steering requirements file”,

 Build everything or specific project. 

 Apply patches? (Yes/No)

https://github.com/jwsmithers/AtlasOfflineBuild-framework
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https://github.com/jwsmithers/AtlasOfflineBuild-framework
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ATLAS Software on ARM
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Recently: First ever ATHENA HelloWorld Example on ARM!
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ATLAS Software on ARM
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LCG Software

DetCommon Gaudi

AtlasCore

AtlasConditions

AtlasEvent

AtlasReconstruction

AtlasTrigger

AtlasAnalysis

AtlasO✏ine

AtlasProduction Kit

dqmCommon

AtlasSimulation

tdaqCommon
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?

Where am I?
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Conclusions
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• ARM processors are still slow relative to Intel/AMD. However, they are improving quickly!

• ARM processors use much less power than traditional CPUs.

• For the most part, code written for Intel is capable of being compiled on ARM. It’s just that 
someone has to do it.*

• ARM is a enormous company and offer a lot of freedom when creating SoCs.
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* However, finding a lot of  “quirks” in code that should work.
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Backup
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Different scenarios and tests for parallel memory 
bandwidth on ARM boards.

The speedup from 1 thread to 4 threads for each of 
the tests.


