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ATLAS Inner Detector
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• Measures trajectories 
of charged particles 
originating from the 
interaction point 

• Comprises three 
detector 
technologies: 

• Silicon pixels

• Silicon microstrips 
(SCT)

• Drift tubes (Transition 
Radiation Tracker – 
TRT)

• Solenoid: 2T B field 
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Pixel IBL
• A new layer has been added to 

ATLAS during LS1 (see Daniel’s talk)

• Provide security against detector 
aging

• Improves IP resolution 

• And provides an additional point on 
the track  — more robust tracking
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Run II
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New opportunities ahead, but …!

…challenge from ~doubled trigger rates requiring to raise thresholds !

41!

100 1000
1

10

100

 

 gg
 Σqq
 qg

WJS2013

ratios of LHC parton luminosities: 13 TeV / 8 TeV

 

lu
m

in
o

si
ty

 r
a

tio

M
X
 (GeV)

MSTW2008NLO

_

Interesting early 
physics. Trigger must 
work immediately, and 
menu be stable for 2015 !

Rates are doubled. Run-1-like 
menu* only up to 5·1033 !

* With Run-1 menu, 
single leptons (e/µ) 
would give 150 kHz !
→ not maintainable !

• Tremendous increase in reach for new heavy particles

• hadronic decays will yield high pT jets

• Track usage:

• jet calibration 

• b-jet identification

• tau identification

• Numerous physics 
applications

• studies of fragmentation  

something 
new?
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Run II Is Here!

6T. Eifert - ATLAS Status Report - 122nd LHCC meeting - 3rd June 2015 15

SCT (Semiconductor Tracker)
Timed-in

TRT (Transition Radiation Tracker)
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Timed-in and aligned

SCT module efficiency was >99% 
despite standby voltage.
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Figure$2$

Inner Detector
Conversions Hadronic interactions (“radiography”)
Radial vertex position for photon conversion 
candidates.

Vertex position for had. int. candidates in xy-
plane, reconstructed from multiple tracks.
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Started to look at conversions and hadronic interactions to 
validate detector material and geometry description.
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Track Reconstruction Chain
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pre-processing
➡ Pixel+SCT clustering
➡ Pixel Cluster Splitting
➡ TRT drift circle formation
➡ space point formation

Combinatorial 
track finder
➡ iterative :

1. SCT seeds
2. Pixel seeds
3. Pixel+SCT seeds

➡ restricted to roads
➡ removal of duplicate candidates

Ambiguity solution
➡ precise least square fit with full 

geometry
➡ select best silicon tracks using:

1. hit content, holes
2. number of shared hits
3. fit quality…

Extension into 
TRT
➡ progressive finder
➡ refit of track and 

selection

Excellent 
performance 

in Run I
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Seeding Strategy
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A Salzburger / Artemis School on Calibration and performance of ATLAS detectors / ID reconstruction - part I /  16-09-2008  

Track Reconstruction steps #classical$

! first (global) pattern recognition, 

finding hits associated to one track

! track fit (estimation of track 

parameters and errors): {x,C}

! more difficult with noise and hits from

secondary particles

! possibility of fake reconstruction

! in modern track reconstruction, this 

classical picture does not work 

anymore
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! possibility of fake reconstruction

! in modern track reconstruction, this 

classical picture does not work 

anymore

• Seed built from 3 space-points (SP)

• look for 1 additional compatible SP (added for Run II)

• SP from good candidates removed

• sequential seed finding to avoid  
combinatorial explosion

• Kalman Filter

• Exploration of all possible candidates

• Basic material effects included

• Fakes are no longer random combinations  
but more from miss-assignment of clusters

• Necessitates Ambiguity Resolution
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Ambiguity Resolution
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Track Reconstruction steps #classical$

! first (global) pattern recognition, 

finding hits associated to one track

! track fit (estimation of track 

parameters and errors): {x,C}

! more difficult with noise and hits from

secondary particles

! possibility of fake reconstruction

! in modern track reconstruction, this 

classical picture does not work 

anymore

• Candidates processed in 
descending order of a track 
score

• Score based on content (Clusters 
and Holes), log(pT), χ2

• Limit on cluster sharing enforced

• candidate VS accepted tracks

• Remove clusters from 
candidates if shared too often
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Truth Based Resolution
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22 concepts & implementation

HIT Container <        >

PRD Container
+

PRD_MultiTruthCollection

(fast) digitization
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TrackCollection <     >

build tracks from 
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Figure 9: Illustration of the concepts behind the truth track creation in the
ID. The idea behind the TT reconstruction is to directly create tra-
jectories using the truth association of the simulated hits. Track
uncertainties and inefficiencies caused by interaction of the parti-
cle with detector material are taken into account by the TT. First
all HITs from the simulation step are collected in a HIT container
(represented by the black arrows) which is feed into the digitiza-
tion. The resulting PRD (Prepared Raw Data) object is used by
the TT, along with the so called PRD MultiTruthCollection (which
contains truth information corresponding to the data in the PRD
object). It then builds the tracks from this input, applies the manip-
ulators and selectors, and finally refits the tracks to get the output
track collection. The tracks from particle A and B shall be recon-
structed, while the hit created by particle E (stemming from a ma-
terial interaction) would be a candidate for a possible fake hit in
the NT.

ing to effects seen in the standard reconstruction. The effects of these
two components are shown in Figure 10.

The most important applied manipulation is the creation of holes
in the Pixel and SCT detector. A hole is defined as an active detector
module where a hit is expected by following the trajectory, but not
found. It is the first hint of inefficiencies in the pattern recognition. A
parametrization of the ’hole-probability’ is implemented for both de-
tector components based on the probability distributions measured
from reconstructed events. In addition to having holes this is impor-
tant to later achieve fitted trajectories of similar quality. The track se-
lector implements the same cuts which are applied during NT. A very
basic cut is the requirement of a minimum transverse momentum pT ,
which is implemented quite easily. To do this the reconstructed pT

value of NT is just approximated with the one estimated from the
truth hits. The selector also emulates cuts on the impact parameter,
a measure of the closest approach of the particle to the primary ver-
tex, by using a simple method of approximating the resulting impact

• use truth information to find perfect cluster collection

• no need for pattern recognition or ambiguity 
resolution

• perform track fit as usual 

• respects all detector  
cluster efficiencies  
and resolutions
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two components are shown in Figure 10.

The most important applied manipulation is the creation of holes
in the Pixel and SCT detector. A hole is defined as an active detector
module where a hit is expected by following the trajectory, but not
found. It is the first hint of inefficiencies in the pattern recognition. A
parametrization of the ’hole-probability’ is implemented for both de-
tector components based on the probability distributions measured
from reconstructed events. In addition to having holes this is impor-
tant to later achieve fitted trajectories of similar quality. The track se-
lector implements the same cuts which are applied during NT. A very
basic cut is the requirement of a minimum transverse momentum pT ,
which is implemented quite easily. To do this the reconstructed pT

value of NT is just approximated with the one estimated from the
truth hits. The selector also emulates cuts on the impact parameter,
a measure of the closest approach of the particle to the primary ver-
tex, by using a simple method of approximating the resulting impact

full documentation

http://cds.cern.ch/record/1625231/files/CERN-THESIS-2013-194.pdf


Gabriel Facini

m]µLocal x resolution [
-150 -100 -50 0 50 100 150

Ar
bi

tra
ry

 U
ni

ts

0

0.01

0.02

0.03

0.04

0.05

0.06 CCA Clustering

NN Clustering
ATLAS Simulation

=7 TeVs

4-pixel wide clusters

Dense Environments
• Charge deposited on multiple pixels
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Run I Performance
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• Excellent agreement 
seen in track based 
quantities

• Efficiency lose in high 
pT jets
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Tracking in Dense Environments

16th May 2013

More energetic jets → more tracks in core.
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Run I Performance
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• Excellent agreement 
seen in track based 
quantities

• Efficiency lose in high 
pT jets
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Tracking in Dense Environments

16th May 2013

Most energetic tracks in jet core.

Lose in tracking 
efficiency as the 
charged particle
density grows 

Double track resolution

One track is reconstructed
Recovering the other can
come at the cost of fakes 

can we do better 
for Run II? 
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Neural Net Usage
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NN clustering

NN with track information

• NN can do better with a more precise track hypothesis

• Move NN into Ambiguity Resolution stage

• Clusters no longer “split”: idea of “shareable” introduced

• Only consider NN if cluster  
is used by multiple track  
candidates

• Reduces combinatorics of  
seed finding

• 10% reduction in CPU time
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Shareable Clusters
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satisfies NN shareable condition 

• Cluster positions always taken from NN

• When two tracks compete for a cluster: 

• NN > cut: cluster is shareable consider additional position estimates

• NN < cut: penalize both tracks for sharing a cluster

• Implement physics knowledge: correlate information on successive layers

• only is clusters on both layers used on the same two tracks

• recover NN inefficiencies

fails NN shareable condition 
treat as sharable as likely NN inefficiency
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What is the Effect?

Shareable hits follow trends of merged hits 

17

ρ→π-π+ τ→ντπ-π-π+
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Better hit assignment efficiency  

What is the Effect?

18

ρ→π-π+

Remaining inefficiencies driven by 3 particle clusters

τ→ντπ-π-π+



Gabriel Facini

What is the Effect?

19

ρ→π-π+ B+

Better hit assignment efficiency  
At smallest separations ~40% more IBL 

hits on tracks in B+ decays
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Limits on Efficiency
• Large Efficiency improvement!

• Limited by confusion in seed finding or wrong decision in ambiguity resolution

• enhanced in busy environments i.e hadronic interactions

• Maximum number of shared clusters allowed on track: 2 

• SCT information is binary - no charge measurement available

20

ρ→π-π+
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Limits on Efficiency
• Large Efficiency improvement!

• Limited by confusion in seed finding or wrong decision in ambiguity resolution

• enhanced in busy environments i.e hadronic interactions

• Maximum number of shared clusters allowed on track: 2 

• SCT information is binary - no charge measurement available

21ρ→π-π+ τ→ντπ-π-π+
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Jets!
• Improved tracking efficiency translates to busy, dense 

jet environments

• Inefficiency in b-jets from:

• displaced decays

• higher multiplicity of particles contributing to a cluster
22

mixed jet flavors
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B-Jet Identification
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• Main improvement in impact parameter tagger 

• Driven by improved efficiency for displaced tracks

• Factor of 2 at pT ~ 1 TeV for IP3D tagger

• Identification algorithms not optimized for the new tracking setup  
(in these plots)
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B-Jet Identification
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• Main improvement in impact parameter tagger 

• Driven by improved efficiency for displaced tracks

• Factor of 2 at pT ~ 1 TeV for IP3D tagger

• Identification algorithms not optimized for the new tracking setup  
(in these plots)
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Conclusion
• Exciting prospects for new physics searches of heavy resonances

• Tracking in dense environments has been improved for Run II

• Philosophy: Delay decision making to use all information

• Moved decision using NN information to ambiguity resolution stage

• Correlate information on layers

• Introduce notion of shareable clusters

• Remaining limitations:

• Shared SCT hits - more information please!

• Clusters with many contributing particles

• Better hit efficiency, reconstruction efficiency, tau and b-tagging 
performance

25
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Bonus

26
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Track reconstruction
• The ATLAS track reconstruction 

strategy is to reject bad candidates 
quickly to avoid combinatorial 
overhead 

• early rejection requires strategic 
candidate processing and hit removal

• Currently  it is not a parallel 
approach, it is a sequential 
approach

• A new strategy would be required 
to maintain reproducibility and get 
good parallel performance 

• The current strategy has decent 
scaling with pileup (factor 6-8 for 4 
times pileup)

27
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Aims for Run 2
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• Unlike Run-1, our computing resources will be limited

• Track reconstruction is the single largest consumer of 
resource

• Target 1kHz throughput at Tier 0 

• requires a 3x speed up of the current software 

• Strategy for the track reconstruction

• Focus on improving what we have.
• Fundamental changes to the track reconstruction strategy are not required at this stage

• Making better use of current computing infrastructure/technology  

• Targeted reconstruction

• Focus here on preparation of tracking with 40  interactions per 
bunch crossing
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Seeding Strategy Updates
• Build a seed from 3 hits

• search using conformal transform

• Build a road along the likely trajectory to collect all modules in 
the path

• Run combinatorial Kalman Filter for a seed

• Exploration of all possible candidates

• update trajectory with hits at each layer

• Basic material effects are taking in to account

• Iterative seeding approach (Run-1)

• seeds are worked on in an ordered list

• start with 3 Pixels, 2 Pixel+Strip, 3 Strips

• bookkeeping layer:

• hits from good track candidates removed

• build next seed ONLY from left over hits

• sequential seed finding to avoid combinatorial explosion

• Tracks are found for one-after-the-other

• The ordering matters !!!

29
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Track Reconstruction steps #classical$

! first (global) pattern recognition, 

finding hits associated to one track

! track fit (estimation of track 

parameters and errors): {x,C}

! more difficult with noise and hits from

secondary particles

! possibility of fake reconstruction

! in modern track reconstruction, this 

classical picture does not work 

anymore
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Track Reconstruction steps #classical$

! first (global) pattern recognition, 

finding hits associated to one track

! track fit (estimation of track 

parameters and errors): {x,C}
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Track Reconstruction steps #classical$

! first (global) pattern recognition, 

finding hits associated to one track

! track fit (estimation of track 

parameters and errors): {x,C}

! more difficult with noise and hits from

secondary particles

! possibility of fake reconstruction

! in modern track reconstruction, this 

classical picture does not work 

anymore

Seeding Strategy Updates
As the order of the seeds matter  it is worth while looking at them 
in some detail

• efficiency of a seed to give a good track candidate:

• further increase seed efficiency using 4th hit

• final Run-2 seeding strategy

• start with SSS+1

• continue with PPP+1, PPS+1, PSS+1

30

pileup PPP PPS PSS SSS

0 57% 26% 29% 66%

40 17% 6% 5% 35%

pileup PPP+1 PPS+1 PSS+1 SSS+1

0 79% 53% 52% 86%

40 39% 8% 16% 70%

Make the most of the IBL
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Complex Environments: Jets
• The pattern recognition was found not to 

be the major limiting factor.

• >80% losses are due to the ambiguity 
resolution

• Having knowledge of the tracks angle of 
incidence improves the NN’s performance

• Split later in the chain

• The new strategy is delays  the decision if a cluster is 
to be shared or not until the ambiguity resolution.

• This means we no longer split clusters before 
the track reconstruction is run
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NN clustering

NN with track information

• Reduced combinatorics in the track finding 
stage

• Less seeds

• Less road searches

• Less combinatorial Kalman filter calls

• >10% reduction in CPU needed for this stage

• More information into the NN leads to 
better splitting performance 

• This means we can spend a little more time 
in deciding what hit patterns we consider to 
be correct
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Ambiguity Updates: TIDE
• By splitting later we can control more what 

hits we share and what hits we do not.

• To illustrate the point look at some 
simplified situations

• The end results is:

• an improved hit assignment efficiency 

• Split hits start to have some physical 
meaning.
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Limits on Efficiency
• Large Efficiency improvement!

• Limited by confusion in seed finding or wrong decision in ambiguity resolution

• enhanced in busy environments i.e hadronic interactions

• Maximum number of shared clusters allowed on track: 2 

• SCT information is binary - no charge measurement available

33

τ→ντπ-π-π+
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Limits to efficiency
• Our reconstruction requires that 

there is a maximum of 2 shared hits 
on the track 

• In truth the pixels are not the limiting 
factor

• They can to provide a measurement of 
the charge and hence indicate if 
multiple particles passed through the 
cluster. 

• SCT is treated as a purely binary 
output and we can not determine 
much about

• Cluster size is the only useful 
measurement and that is only useful in 
1D 

• If we really want to improve the track 
reconstruction in these dense complicated 
environments we need more information
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Ambiguity Updates: TIDE
• With the changes made 

there is a significant 
improvement 

• Particle density still does 
play a role  

• The presence of additional  
particles either Primary or 
Secondary  does degrade 
the efficiency 

• Unsurprisingly minimising 
unnecessary dead 
material in the tracker 
does lead to significant 
gains the track 
reconstruction efficiency  
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Non-NN Cluster Positions

36
8Katharine Leney

Standard Clustering

16th May 2013

• Particle traversing detector typically 
deposits charge in more than one 
pixel.

• Charge deposited in a pixel measured 
using pulse-height time-over-
threshold. 

• Pixels with deposited charge are 
grouped into clusters if they have a 
common edge or a common corner.

• Position of crossing is computed from 
the signal heights inside the cluster of 
pixels:

April 3, 2013 – 11 : 24 DRAFT 3

Cylinders and discs are constructed from a total number of 1744 identical modules, with each containing69

46080 individual pixels connected to 16 front-end chips. The modules are arranged such that the pixel70

segmentation defines a transverse measuring direction in the bending plane of the solenoidal field, the �71

or local x direction, and a longitudinal direction aligned with the beam line, also referred to as ⇥ or local72

y direction.73

A typical pixel is 50 µm in the transverse and 400 µm in the longitudinal measurement directions74

respectively. At the overlap between the individual read-out chips, the longitudinal pixel size is 600 µm;75

they are referred to as long pixels. The silicon sensor thickness is 250 µm and the entire pixel system has76

80.8 million readout channels in total, where each individual pixel is read out if the amount of charged77

deposited in that pixel exceeds a tuneable threshold.78

A measurement of the charge deposited in a pixel is obtained by measuring the pulse height using the79

time-over-threshold (ToT). When a charged particle traverses a pixel sensor, charge is typically deposited80

in more than one pixel. This is simply due to the incident angle of the charged particles with respect to81

the silicon modules. Therefore, a connected component analysis (CCA) [?] is used to find the group82

of pixels that cluster together requiring at minimum one common corner. This is referred to as 8-cell83

connectivity, because a single pixel can be connected to at most 8 cells. The average cluster size created84

by particles originating from the beam collision in the momentum range of interest varies between 1.4 to85

3 pixels in the transverse, and between 1 and roughly 3.5 pixels in the longitudinal direction, depending86

on the incident angle of the particle with the silicon module.87

The ToT values of the pixels in the cluster are used to refine the estimate of the particle intersection88

using a charge interpolation technique, which significantly improves the resolution with respect to the89

geometrical limit determined by the pixel pitch. This technique starts from the geometrical center of90

the cluster, defined as (xcenter,ycenter) in the local reference frame x-y of the sensor surface, and uses91

the charge in the first and last rows (columns) of the pixels to perform the interpolation. The particle92

intersection is then estimated by using the following equations:93

xcs = xcenter +�x ·
�

⇥x �
1
2

⇥
(1)

ycs = ycenter +�y ·
�

⇥y �
1
2

⇥
, (2)

where the parameters ⇥x(y) are defined as94

⇥x(y) =
qlast row(col)

qfirst row(col) +qlast row(col)
.

The parameter �x (�y) is parametrised as a function of the incidence angle in � (⇤ ) of the track with95

respect to the pixel module and the number of pixels within the clusters in the x (y) axis direction.96

These parameters are extracted from either Monte Carlo simulations or data[?].The charge interpolation97

technique has been the default ATLAS clustering approach until the end of 2011 and will be further98

referred to as standard clustering.99

In very dense environments there exists an increased risk that pixels traversed by different particles100

are merged by the CCA, or even charge induced by several particles is deposited in one single pixel. This101

is illustrated in Fig. 1 which sketches an event in which the charged deposited by three particles is recon-102

structed as a single cluster. This problem occurs more and more often as the spatial separation between103

the particles at the measurement position approaches the pixel size. Figure 2 shows the minimum average104

transverse and longitudinal separation of stable charged particles for jets with a jet energy of E > 800105

GeV at the radius of the innermost ATLAS pixel layer as predicted by the PYTHIA [?] event generator.106

This intrinsic geometrical limit is often referred to as double track resolution. As a consequence, merged107

clusters appear as shared measurements on track candidates, since the assignment becomes ambiguous.108
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Separation at b-layer
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Figure 4. Average separation between the two closest charged particles in a jet in the transverse (< d min
x >,

open squares) and longitudinal (< d min
y >, full circles) direction at the innermost layer of the pixel barrel.

This is shown as a function of the transverse momentum of the jet. The pixel size in the transverse (50 µm)
and longitudinal (400 µm) direction is indicated with the solid and dotted lines, respectively.

3. Pixel cluster splitting

If merged clusters from several charged particles are split into sub–clusters for each particle they
can appear as individual measurements on tracks. This improves the double–track resolution and
reduces the number of measurements shared between tracks. The identification of such merged
clusters without performing any splitting can already improve track quality because this allows
for a dedicated treatment in the measurement calibration or ambiguity-resolving process (see sec-
tion 3.3).

Both the cluster size and the charge collection pattern of the cluster can be exploited when
attempting to split the cluster. Assumptions about the particle origin and direction are required to
determine the predicted cluster shape.

3.1 A neural network for cluster splitting

Artificial neural networks are powerful tools for solving complex pattern recognition problems
characterised by significant non–linearities. The increasing CPU power available for event recon-
struction in high–energy physics makes them attractive for problems with many degrees of free-
dom. A novel approach to clustering based on artificial neural networks is presented. A single NN
is used to estimate the probability that a cluster was created by one or many particles and to split
the cluster when possible. Two sets of NNs are used to estimate cluster positions and uncertainties,
containing three and six NNs respectively. This approach allows the NN clustering algorithm to
also improve the cluster position estimation and hence the resolution of the track parameters.

– 7 –
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