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better control of theoretical 
uncertainties at NLO

wide range of applications for new 
automated matrix element tools

gain improved insight into parton 
shower/resummation effects over 

many differential observables



QCD at NLO
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challenges at high multiplicity
real radiation phase-space 

extremely large - many channels 

complicated matrix elements - slow/inaccuracte

! sample  dominant  channels  more  frequently

! re-use  MC events  as much  as possible

! reliable  determination  of  numerical  accuracy

large colour space



State-of-the-art 
BLACKHAT+SHERPA : W + 5 jets (leading colour)

Weinzierl et al. : Z + 5 jets (leading colour - total cross-section

NJET+SHERPA: 5 jets and di-photon + 3 jets (full colour)

Challenges are to a large extent solved

2! 4
masses

QCD/EW

BSM
GOSAM

OPENLOOPS

RECOLA
AMC@NLO

HELAC-NLO



Loop amplitudes

EfÞcient tree level 
generators well 

established

e.g. MadGraph, Alpgen,
Comix, Helac,...  

off-shell recursion
Feynman diagramsTree

Methods

integral basis separates analytic and algebraic parts

tree-likeknown functions at one-loop

e.g. QCDLOOP, ONELOOP calculate numerically
process independent
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on-shell recursion (BCFW)



Dealing with colour
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partial amplitudes are a linear combination of 
primitive amplitudes



Dealing with colour

SB, Biedermann, Uwer, Yundin [1209.0100]

Ellis, Kunszt, Melnikov, Zanderighi [1105.4319]

Ita, Ozeren [1111.4193]

combinatorical approaches: Melia [1304.7809,1312.0599]; 
Schuster [1311.6296]; Weinzierl, Reuschle [1310.0413]

Feynman diagram 
matching algorithm

match topology only

4-gluon vertex not needed

diagrams symmetries reduce independent set of 
primitives (e.g. FurryÕs theorem)
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matching matrix {0,+1,-1}

diagrams

invert to Þnd independent 
set of primitives



Dealing with colour

Number of primitives in tree, mixed and fermion loop amplitudes

Process N [0]
pri N [m ]

pri N [f ]
pri

4g 2 3 3
uu + 2 g 2 6 1

uudd 1 4 1

Process N [0]
pri N [m ]

pri N [f ]
pri

5g 6 12 12
uu + 3 g 6 24 6
uuddg 3 16 3

Process N [0]
pri N [m ]

pri N [f ]
pri

6g 24 60 60
uu + 4 g 24 120 33

uudd + 2 g 12 80 13
uuddss 4 32 4

Process N [0]
pri N [m ]

pri N [f ]
pri

7g 120 360 360
uu + 5 g 120 720 230

uudd + 3 g 60 480 75
uuddssg 20 192 20

Process N [0]
pri N [m ]

pri N [f ]
pri

8g 720 2520 2520
uu + 6 g 720 5040 1800

uudd + 4 g 360 3360 671
uuddss + 2 g 120 1344 194

uuddsscc 30 384 65

14 / N

large numbers of primitive 
amplitudes for high multiplicity

use phase space symmetry to 
reduce computational cost

Desymmetrized gluonic amplitudes

Special non-symmetric gluon colour sums

! Contain signiÞcantly fewer loop primitives
! Give original full colour sums after symmetrization

! V
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n!/2 reduction of time per point2

gg æ 3g gg æ 4g gg æ 5g
Standard sum 0.22 s 6.19 s 171.31 s

De-symmetrized 0.07 s 0.50 s 2.76 s
Speedup ◊ 3 ◊ 12 ◊ 60

2Where n is the number of Þnal state gluons
16 / N

factor of (Þnal state gluons)!/2 retain full colour information



NJET framework
Numerical implementation in C++

Trees off-shell recursion (Berends-Giele)

Loops generalized unitarity / analytic formulae 

Colour full (via primitive matching),
de-symmetrized, leading/sub-leading

Interface Binoth Les Houches Accord (Python)

building on NGLUON [1011.2900]

SB, Biedermann, Uwer, Yundin [1209.0100]

accuracy: switch to 
higher precision



Application: triple collinear limits

[Berger, Dixon, Del Duca, 
SoÞanatios, Ellis, Campbell, Glover, 

Williams, Mastrolia, Risager, SB]

[SB, Buciuni, Gardi, Peraro (in prep.)]

Check universal factorization 
properties with NJET 

double unresolved 
virtual splitting 

functions contribute 
at N3LO
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Application: triple collinear limits

Numerically stable limit when 
switching to high precision

[qd  Bailey, Hida, Li]

[ONELOOP van Hameren]

veriÞed full colour limit of 6/7 
gluon one-loop amplitudes

Switch precision on the ßy: explicit 
vectorization of scaling test with Vc

[Vc Kretz, Lindenstruth (2011)]
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in terms of primitive amplitudes. In the color matrix C[L,L0]
Sp,n we absorbed a prefactor which
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For brevity, in the results presented in this paper we will often omit the subscript
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3 A spinor parameterisation of the multi-collinear limit
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NJET + Sherpa

Sherpa MC v2.0.0
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Comix [Gleisberg, Hoeche (2008)]

CS subtraction [Gleisberg, Krauss (2007)]

NJET V 2.0  

ROOT Ntuple event generation

leading/sub-leading colour
de-symmetrized colour sums

FastJet [Caccari, Salam, Soyez (2008)]

also:

LHAPDF [Whalley, Bourilkov, Group (2005)]
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IV. CONCLUSIONS

In this article we have presented the first results for
five-jet production at NLO accuracy in QCD. We found
moderate corrections at NLO with respect to a leading-
order computation using NLO PDFs. Typically, corrections
of the order of 10% are observed. Identifying the renorm-
alization and factorization scales and using the total trans-
verse momentum̂HT as a dynamical scale leads to a flatK
factor for the differential distributions. We have compared
theoretical predictions for inclusive jet cross sections and
jet rates with data from ATLAS. With the exception of
quantities affected by the two-jet rate we find good
agreement between theory and data. As a major uncertainty
of the theoretical predictions we have investigated the
impact of using different PDF sets. While good agreement
is seen between different sets for rather inclusive quantities
and distributions that are not sensitive to a specific partonic
center-of-mass energy (in the case of distributions this
requires one to study normalized predictions), significant
differences are observed in the transverse momentum
distribution of the leading jet at large momentum.

The analysis of the!n " 1#=n jet ratios shows that the
4=3 and5=4 predictions appear to be perturbatively more
stable than the3=2 predictions with a modest correction at
NLO. This indicates that these quantities are good candi-
dates for future extractions ofαs from the LHC data, where
reliable fixed-order predictions are mandatory. We hope the
results presented here will be useful for these and other
analyses in the future.
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APPENDIX A: NUMERICAL ACCURACY
OF THE VIRTUAL CORRECTIONS

The details of the numerical evaluation of the virtual
amplitudes included in this appendix are highly

dependent on the system architecture and integration
parameters. In our calculation a large cluster with a
wide range of different CPUs has been used and so the
information above should be considered only as a guide.
We include it here since the results may be of interest to
experts in the field.

The virtual matrix elements needed for the compu-
tation are complicated and it is important to keep a
close eye on numerical stability. In NJET this is done

TABLE IV. Average accuracy and evaluation speeds achieved
during integration of the virtual amplitudes. The abbreviations are
as follows: quadruple precision (QP); quadruple precision with
scaling test (two evaluations) (QP2); octuple precision (OP).

Virtual part Time per event QP QP2 OP

leading 17 s 2% 0.5% 0.01%
subleading 112 s 2.5% 1% 0.05%

FIG. 16 (color online). pT distribution of the leading jet. LO
uses NNPDF2.1 withαs!MZ# $ 0.119, while NLO uses
NNPDF2.3αs!MZ# $ 0.118.

FIG. 17 (color online). pT distribution of the second leading jet.
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possibility to switch to octuple 
precision - not necessary in practice
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Figure 1: Full colour and leading approximation (as explained in the text) for the virtual
corrections to the transverse momentum of the 1st jet in pp ! 5j .

Generated events are stored in ROOT Ntuple format [57] which allows for flexible analysis.
Renormalization and factorization scales can be changed at the analysis level as well as the
PDF set. This technique makes it possible to do extended analysis of PDF uncertainties and
scale dependence, which would otherwise be prohibitively expensive for such high multiplicity
processes.

2.1. Numerical results
Using the above setup we obtain for the 5-jet cross section at 7 TeV

�7TeV-LO
5 (µ = !HT / 2) = 0.699(0.004)+0 .530

! 0.280 nb, (4)

�7TeV-NLO
5 (µ = !HT / 2) = 0.544(0.016)+0 .0

! 0.177 nb. (5)

In parentheses we quote the uncertainty due to the numerical integration. The theoretical
uncertainty has been estimated from scale variations over the range µ " [ !HT / 4, !HT ] and is
indicated by the sub- and superscripts. As seen in Fig. 2 the total cross section at the scale
µ = !HT is lower than the central value which is the origin of the zero value of the upper error
bound. The total cross section at this scale is �7TeV-NLO

5 (µ = !HT ) = 0.544(0.016) nb. For a
centre-of-mass energy of 8 TeV the results read:

�8TeV-LO
5 (µ = !HT / 2) = 1.044(0.006)+0 .770

! 0.413 nb, (6)

�8TeV-NLO
5 (µ = !HT / 2) = 0.790(0.021)+0 .0

! 0.313 nb, (7)

where we have found �8TeV-NLO
5 (µ = !HT ) = 0.723(0.011) nb.

As usual for a next-to-leading order correction a significant reduction of the scale uncertainty
can be observed. In Fig. 2 the scale dependence of the LO and NLO cross section is illustrated.
The dashed black line indicates the central scale µ = !HT / 2. The horizontal bands show the
cross section uncertainty estimated by a scale variation within µ " [ !HT / 4, !HT ].

By comparing Figs. 2a and 2b we observe that a significant part of the NLO corrections comes
from using NLO PDFs with the corresponding ↵s. Similar to what has been found in Ref. [10]
we conclude that using the NLO PDFs in the LO predictions gives a better approximation to
the full result compared to using LO PDFs.
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Jet Ratios
Reliable quantities for both theory and experiment
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gluon only channels ~ 2.5%
for 2 jets [Bern et al 1402.4127]

vector loops ~ 0.5%
for 2 jets

dominant channels - split into 
leading and sub-leading colour

cut dependent!



Isolating hard photons
[Frixione (1998)]

Infra-red safe deÞnition of 
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include QCD partons

Smooth cone isolation 

no need for 
fragmentation 

functions
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Fragmentation vs. Smooth Cone

[Gehrmann, Greiner, 
Heinrich (2013)]

[Bern at al. (2014)]
[Cieri, de Florian (Les Houches 2013)]

4.4 Results for diphoton plus one jet production Ð inclusive case

As already observed for the total cross section, NLO corrections are substantially larger for
the inclusive cross sectionγγ+jet+ X as compared to the exclusive case. In the inclusive
cross section, the substantial contribution from γγ + 2 jet Þnal states results in larger
corrections, and induces substantial modiÞcations to someof the kinematical distributions.

Figure 8 displays the inclusive distributions in photon pair invariant mass and leading
jet transverse momentum. The magnitude of the corrections is larger than in the exclu-
sive case, they remain constant for the invariant mass distribution and rise with the jet
transverse momentum (as opposed to the decrease with jet transverse momentum in the
exclusive case, Figure 5). Again, the corrections for the Frixione isolation criterion are
slightly larger than for the Þxed-cone isolation.
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Figure 8: (a) Photon invariant mass distribution, (b) transverse momentum distribution of the
leading jet for the diphoton plus one jet inclusive cross section.

The photon transverse momentum distributions, Figure 9, display a similar behaviour
as in the exclusive case, with the main e! ect from NLO corrections appearing in a softening
of the leading photon distribution. The e! ect of the extra jet in the inclusive distribution
is particularly pronounced in the Rj γ distributions.

Comparing exclusive (Fig. 7) and inclusive (Fig. 10) cases,one can see very clear
di! erences. For example, in the Þrst bins of theRj γ1 distribution (separation between
leading jet and harder photon), the inclusive case shows a shoulder due to the contributions
from the second jet, which is vetoed in the exclusive case. Further, in the Þrst bins of the
Rj γ2 distribution (separation between leading jet and softer photon), the K-factor is smaller
than one in the exclusive case, while it is always larger thanunity in the inclusive case.
Note however that in the inclusive case, events where both jets fulÞll the cuts are counted
twice. Therefore it is somewhat misleading to directly compare K-factors between the
inclusive and exclusive case.
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FIG. 7: The dependence of the cross section on the! ! parameter in the Frixione-cone photon

isolation. The LO result is given by the dashed (blue) line, and the NLO one by the solid (black)

line. The error bars indicate the numerical integration uncertainties.

In a previous study of single-photon production in association with jets, we observed that

the NLO cross section depended only weakly on the parameters used for the Frixione-cone

isolation of the photons. We have examined the dependence on one of these parameters, the

energy fractionε! , in the present study. The results are shown in Þg. 7. The LO resultis

of course independent of the parameter, as there is no additionalradiation that could enter

the photon cone; this result is shown for comparison in the Þgure. The NLO cross section

is only weakly dependent on this parameter in the range 0.03 < ε! < 0.5.

C. Cross Sections and Distributions

In Table I, we present the LO and NLO parton-level cross sectionsfor inclusive diphoton

production accompanied by two jets. We consider the six di! erent sets of cuts discussed

in section II D. We list separately the contributions from thegg ! γγgg subprocess (this

contribution is also included in the NLO prediction).

The pure-gluon process starts only at one loop, and is therefore suppressed by two powers

of αs. As discussed earlier, we might expect it to be genuinely suppressedcompared to the
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Pragmatic approach: 
Tight isolation accord

11.3 Tight isolation accord
Finally, considering the results presented in the preceeding sections we conclude this note by
proposing a pragmatic accord in order to compare experimental data and theoretical calculations
obtained at the highest possible perturbative order. Given the fact that matching experimental
conditions to theoretical calculations always implies certain degree of approximation, we believe
that considering the large QCD corrections to processes involving photons (with NNLO essential
to understand diphoton data [488]) and the agreement (tipically at the % level for the diphoton
case studied here) between the standard and smooth cone TH calculations, the use of the later
for TH purposes is well justified.

We call this approach "pragmatic", in the sense that we do not recommend the experiments
to implement the smooth cone isolation, but to proceed to the analysis of the data with the usual
standard isolation with cuts tight enough if the interesting observable needs to be an isolated
cross section or distribution. While the definition of "tight enough" might slightly depend on the
particular observable (that can always be checked by a lowest order calculation), our analysis
shows that at the LHC isolation parameters as E max

T ! 5 GeV (or ! < 0.1), R " 0.4 and
R!! " 0.4 are safe enough to proceeed.

This procedure would allow to extend available NLO calculations to one order higher
(NNLO) for a number of observables, since the direct component is always much simpler to
evaluate than the fragmentation part, which identically vanishes under the smooth cone isolation.

We also refer to this approach as pragmatic in a numerical sense: we are certain that the
smooth cone isolation applied for the TH calculation is NOT the one used in the experimental
data, but considering that NNLO corrections are of the order of 50% for diphoton cross sec-
tions [488] and a few 100% for some distributions in extreme kinematical configurations, it is
far better accepting a few % error arising from the isolation (less than the size of the expected
NNNLO corrections and within any estimate of TH uncertainties!) than neglecting those huge
QCD e! ects towards some "more pure implementation" of the isolation prescription.

We believe that a more detailed analysis of the profile function in the smooth cone isolation
can be performed on a case by case basis in order to select, also in a pragmatic way, the most
convenient for each observable, even though again, di! erences are expected to be very small as
discussed before.
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12 Diphotons and jets at NLO 23

We study diphoton production in association with up to three jets at the LHC. In particular,
we compare NLO predictions for up to two jets with leading order predictions matched to a
parton shower. For the one-jet bin, we also include fragmentation contributions in the partonic
calculation, which enables us to study the impact of di! erent isolation criteria.

12.1 Introduction
Studies of the Higgs boson decay channel into two photons are of major importance in order
to scrutinize the Higgs couplings and to be able to judge whether small deviations from the
Standard Model predictions are hints of new physics.
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Figure 1 : Full colour and leading approximation (as explained in the text) for the virtual
corrections to the transverse momentum of the 3rd jet inpp ! !! + 3 j .

to be e! ciently re-weighted changing the scales and the speciÞc PDF set used.

3 Numerical results

All the results presented in this section are forpp collisions with a centre-of-mass energy
of 8 TeV. We consider the following kinematic cuts on the external momenta, which are
inspired by typical experimental cuts used in the analyses at LHC

pT,j > 30 GeV |" j | " 4.7

pT,! 1 > 40 GeV pT,! 2 > 25 GeV |" ! | " 2.5

R! ,j = 0 .5 R! ,! = 0 .45

where the photon transverse momenta have been ordered by size. The jets are deÞned
using the anti-kT algorithm [43] with cone sizeR = 0 .5 as implemented inFastJet [44].
Photons are selected using the Frixione smooth cone isolation criterion [8]. A photon is
considered isolated if the total hadronic energy inside all cones of radiusr ! < R

Ehadronic (r ! ) " #pT,!

!
1 # cosr !

1 # cosR

" n

(3.1)

Ð 4 Ð

Frixione smooth cone 
photon isolation

SB, Guffanti, Yundin [1312.5927]

There has been a lot of recent interest in the study of pp ! !! + jets processes as an

Figure 6 : The m!! distributions for pp ! !! + 2 j for the four PDF sets described in the
text at " sM Z = 0 .118. The lower plot shows the ratio of each set to CT10 with the shaded
region representing the PDF uncertainty.

3.2 Results for pp ! !! + 3 j

We now consider the production of a photon pair in association with three jets. As in
the previous section we studied the dependence of the total cross section upon variation
of renormalization and factorization scales with the choices of dynamical scales deÞned in
Eq. (3.6). The results in Figure 7 show reasonable di! erences between quantities based on
jets versus quantities based on partons. Overall we Þnd a signiÞcant improvement in the
uncertainty estimated from scale variations when going from LO to NLO. The envelope of
predictions from all scale choices varied over the rangex " [0.5, 2] is around 0.67# 0.99 pb
at NLO compared to 0.46 # 1.28 pb at LO. This represents a decrease in variation from
$ 50% at LO to $ 20% at NLO. As in the two jet case the scales based on" 2 give generally
larger predictions than those based onHT . Other than the overall normalization, we Þnd
that all scales give very similar predictions for shapes of the distributions.

Comparing Figure 7 with Figure 2 we see that the peak in the NLO curve for" 2 has
moved further to the right than the HT scales which may suggest that a range ofx " [1, 4]
would be more appropriate here. Since we would like to make predictions for jet ratios we
need to have as consistent description of!! + 3 j and !! + 2 j as possible and therefore we
prefer the HT scales. In the following we choose to adopt the central scale of!H !

T / 2 for the
total rates and distributions, though theoretical uncertainties are likely underestimated by
the simple scale variations following the discussion above. For the total cross sections at
LO and NLO we Þnd,

#LO
!! +3 j ( !H !

T / 2) = 0 .643(0.003)+0 .278
" 0.180 pb #NLO

!! +3 j ( !H !
T / 2) = 0 .785(0.010)+0 .027

" 0.085 pb (3.10)

Ð 10 Ð

CT10 NLO PDF set

anti-kT             (FastJet)

with ! = 0 .05, R = 0 .4 and n = 1. We use the NLO CT10 PDF set [45] for our central
predictions with the strong coupling running from " s(M Z ) = 0 .118, and the electromag-
netic coupling Þxed at " = 1 / 137.036. In particular we use the same (NLO) PDF set and
deÞnition of the strong coupling constant both for LO and NLO predictions. Using a NLO
PDF set for the LO computation includes higher order terms that go beyond a Þxed order
prediction, nevertheless such a set-up allows us to separate NLO e! ects coming from the
running of the strong coupling and from PDFs and to highlight the impact of corrections
coming from the NLO matrix elements.

We choose a dynamical value for the factorization and renormalization scales which
are kept equal, µR = µF , when performing scale variations. We have investigated the
dependence on a number of di! erent functional forms which we will denote as:

!HT = pT,! 1 + pT,! 2 +
"

i ! partons

pT,i (3.2)

!H "
T = m!! +

"

i ! partons

pT,i (3.3)

!" 2 = m2
!! +

"

i ! partons

p2
T,i (3.4)

H "
T = m!! +

"

i ! jets

pT,i (3.5)

" 2 = m2
!! +

"

i ! jets

p2
T,i (3.6)

wherem!! =
#

p2
T,! 1

+ p2
T,! 2

. The quantities H "
T and " 2 are constructed after the clustering

of Þnal state partons into jets. Notice that partonic and jet-level scales will only di! er at
NLO, where the additional unresolved radiation enters in the clustering algorithm.

3.1 Results for pp ! ## + 2 j

We Þrst consider the production of a photon pair in association with two jets. In this case
we compare our predictions with the recent results of reference [9] and present additional
studies of PDF variations and dynamical scale choices. For the latter we rely on the
possibility to substantially reduce the computational cost by the use of our APPLgrid
set-up.

In Figure 2 we show the dependence of the total inclusive cross section upon variation
of the renormalization and factorization scales withµR = µF . We consider the Þve di! erent
dynamical scales deÞned in Eq. (3.6). Though the scale choices are closely related to each
other we Þnd signiÞcant deviations for the value of the total cross section. Nevertheless
the NLO predictions show a signiÞcant reduction in the dependence on the scale variation
compared to the LO ones. Taking the envelope of all the scales considered we see that the
LO predictions vary in the interval 1 .64" 3.04 whereas NLO ones lie within 2.46" 3.58 when
the scales are varied over the rangex # [0.5, 2] around the central choice. This represents
a reduction in the scale variation uncertainty from $ 30% at LO to $ 20% at NLO.

Ð 5 Ð

] with cone sizeR = 0 .5 as implemented in
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Beyond Þxed order
¥ LOOPSIM offers a Þxed order alternative to NLO merging but without shower matching

¥ predictions at nNLO include some NNLO ingredients - double real and real-virtual

¥ Þxed order Root Ntuples can be merged using a modiÞed analysis
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Figure 3: Sketch of the LoopSim procedure as applied to a tree-level event (a) with 4
outgoing particles (numbered) and the beam (horizontal line); diagram (b) shows the
attribution of the emission sequence, (c) the identiÞcation of the Born particles (thick
red lines), and (d)-(f) the resulting ÒloopedÓ diagrams. These diagrams are relevant in
approximating next-to-next-to-leading corrections to a process whose LO contribution
has a 2! 2 structure.

the actual Feynman diagrams that would be relevant at 1 and 2-looplevel. Instead they
indicate the way in which we have approximated the loop divergences,as the unitarising
counterparts of the divergences that appear for each emission inthe soft and collinear
limits.

Given the above procedure for unitarising tree-level events, we shall see that it is then
straightforward to extend it to event sets that also include exactloop diagrams.

2.1 The tree-level pure glue case

We start by examining the LoopSim procedure in the simple case of purely gluonic tree-
level events. This will su! ce to introduce most of the relevant concepts. Section 2.2 will
then discuss some of the additional issues that arise for events with quarks and vector
bosons, while the handling of events sets that include exact loop diagrams will be left to
section 2.3.

It is helpful to introduce some notation: Firstly, b is the number of Þnal-state particles
present in the lowest relevant order (i.e. the number of Þnal-stateÒBornÓ particles). For
instance b = 2 if considering higher-order corrections to dijet events, as in Þg. 3. En

represents a generic event withn Þnal state particles. So the starting event of Þg. 3
would be labelledE4. Finally, Ub

l will be an operator that acts on an eventEn and
returns all the events at l loops obtained fromEn using the LoopSim method. For
instance, Þg. 3d,e represents the action ofUb=2

l=1 on the input E4 event (a).
The central part of the LoopSim method involves the constructionof the operator

Ub
l acting on En for all l = 0 . . . n " b (l # n " b because the number of real Þnal state

particles cannot be smaller than that of the lowest order event).

6

[Rubin, Sapeta, Salam (2010)]



                         beyond NLOThere has been a lot of recent interest in the study of pp ! !! + jets processes as an
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full NNLO
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0

500

1000

1500

2000

2500

3000

3500

4000

4500

!
/

bi
n

(f
b)

NJet + Sherpa + LoopSim
pp ! "" + 0 , 1j

ønLO
NLO
ønNLO

øn NLO
w/ gg box

NNLO
arXiv:1110.2375

80 100 120 140 160 180

m!!

0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2

Large k-factors for di-photons due 
to new partonic channels



                         beyond NLOThere has been a lot of recent interest in the study of pp ! !! + jets processes as an

10! 1

d!
/d

m
!!

(p
b

/
G

eV
!

1
)

NJet + Sherpa + LoopSim
pp ! "" + 1 , 2

NLO
LO
ønLO

80 100 120 140 160 180

m!!

0.5

0.6

0.7

0.8

0.9

1.0

1.1

gg ! H

pp ! H + j pp ! W + j

gg ! gg pp! tøt

pp ! V V (!! , WH, ZH,W ! , Z ! , ZZ, W + W ! )

pp ! !! + 2(3) j

"
s = 14 TeV pT,j > 20 GeV

pT,! 1 > 40 GeV pT,! 2 > 25 GeV 20 GeV< m !! < 250 GeV

10! 1

d!
/d

m
!!

(p
b

/
G

eV
!

2
)

NJet + Sherpa + LoopSim
pp ! "" + 1 , 2

NLO
ønNLO
ønLO

80 100 120 140 160 180

m!!

0.7

0.8

0.9

1.0

1.1

1.2

very preliminary!



                         beyond NLO
very preliminary!

There has been a lot of recent interest in the study of pp ! !! + jets processes as an

10! 1

100

101

d!
/d

"
j 2

(p
b

/
G

eV
!

1
)

NJet + Sherpa + LoopSim
pp ! ## + 1 , 2

NLO
ønNLO
ønLO

! 4 ! 3 ! 2 ! 1 0 1 2 3 4
" j 2

0.0

0.5

1.0

1.5

2.0
100

101

d!
/d

"
!!

(p
b)

NJet + Sherpa + LoopSim
pp ! ## + 1 , 2

NLO
ønNLO
ønLO

! 2 ! 1 0 1 2

" !!

0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4

10! 4

10! 3

10! 2

10! 1

100

d!
/d

p
T

,!
!

(p
b

/
G

eV
!

1
)

NJet + Sherpa + LoopSim
pp ! "" + 1 , 2

NLO
ønNLO
ønLO

0 100 200 300 400 500

pT,!!

0.6

0.8

1.0

1.2

1.4

1.6



Conclusions

¥ On-shell methods do a good job at keeping theoretical complexity of 
high-multiplicity amplitudes under control

¥ NJET available with 

¥ First computations of NLO QCD corrections to             and  

¥ Merging Þxed order Ntuples for                    with LOOPSIM

pp ! 5j

%

pp % ## + 3j

pp ! "" + 1 j
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pp !" 5j, W/Z/ ! + " 5j, !! + " 4j
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Performance

10-2

10-1

100

101

102

 4  5  6  7  8  9  10  11  12  13

T
im

e 
[m

s]

Number of partons

n(g) [m]   n4.9

n(g) [f]   n4.8

2q+n(g) [m]   n4.9

2q+n(g) [f]   n5.1

4q+n(g) [m]   n4.8

4q+n(g) [f]   n5.4

8q+n(g) [m]   n4.5

8q+n(g) [f]   n6.0

primitives scale ~n6  for n !  20
process Tsd[s] T4 digits[s] (% fixed)
4g 0.030 0.030 (0.00)
2u2g 0.032 0.032 (0.00)
2u2d 0.011 0.011 (0.00)
4u 0.022 0.022 (0.00)

process Tsd[s] T4 digits[s] (% fixed)
5g 0.22 0.22 (0.22)
2u3g 0.34 0.35 (0.06)
2u2d1g 0.11 0.11 (0.00)
4u1g 0.22 0.22 (0.03)

process Tsd[s] T4 digits[s] (% fixed)
6g 6.19 6.81 (1.37)
2u4g 7.19 7.40 (0.38)
2u2d2g 2.05 2.06 (0.08)
4u2g 4.08 4.15 (0.21)
2u2d2s 0.38 0.38 (0.00)
2u4d 0.74 0.74 (0.00)
6u 2.16 2.17 (0.02)

process Tsd[s] T4 digits[s] (% fixed)
7g 171.3 276.7 (8.63)
2u5g 195.1 241.2 (3.25)
2u2d3g 45.7 48.8 (0.88)
4u3g 92.5 101.5 (1.29)
2u2d2s1g 7.9 8.1 (0.23)
2u4d1g 15.8 16.2 (0.29)
6u1g 47.1 48.6 (0.41)

Table 4. Timing estimates in seconds for full colour and helicity summed virtual corrections. Tsd is the
time for evaluation in double precision, T4 digits is the average time estimated to obtain a result correct to 4
digits using the phase space cuts of section 4.2. All times include the two evaluations necessary to obtain the
accuracy estimate via the scaling test and were obtained on an Intel(R) Xeon(R) CPU E3-1240@ 3.30GHz.

gg ! 2g gg ! 3g gg ! 4g gg ! 5g
standard sum 0.03 0.22 6.19 171.31
de-symmetrized 0.03 0.07 0.57 3.07

Table 5. Timing estimates in seconds for the de-symmetrized colour and helicity summed gluonic channels.
All times include the two evaluations necessary to obtain the accuracy estimate via the scaling test and were
obtained on an Intel(R) Xeon(R) CPU E3-1240 @ 3.30GHz.

percentage of rescued points from the accuracy tests in the previous section. On average quadruple
precision evaluation was found to be between 7 and 8 times longer than double precision. We stress
that even in the worst case of the seven gluon amplitude the required reevaluation only doubles the
total run time.

Table 5 shows the evaluation times using the de-symmetrized colour sums for the pure gluonic
channels which exploit the Bose symmetry of the final state. Though these channels benefit the
most from this treatment the complex channels with a single fermion pair would also see a con-
siderable speed up. Again we stress that these de-symmetrized sums contain the same full colour
information as the standard ones after the integration over the phase-space or equivalently after
explicitly summing the 12 (n " 2)! permutations of the final state gluons.

5 Conclusions

In this paper we have presented the C++ library NJET for the numerical evaluation of one-loop
amplitudes for multi-jet production at hadron colliders. Using generalized unitarity together with
off-shell recursion relations we were able to construct multi-fermion primitive amplitudes at a
computational cost growing polynomially with time. Accuracy estimates obtained by applying a

– 20 –
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accuracy estimate via the scaling test and were obtained on an Intel(R) Xeon(R) CPU E3-1240 @ 3.30GHz.

gg→ 2g gg→ 3g gg→ 4g gg→ 5g
standard sum 0.03 0.22 6.19 171.31

de-symmetrized 0.03 0.07 0.57 3.07

Table 5. Timing estimates in seconds for the de-symmetrized colourand helicity summed gluonic channels.
All times include the two evaluations necessary to obtain the accuracy estimate via the scaling test and were
obtained on an Intel(R) Xeon(R) CPU E3-1240 @ 3.30GHz.

percentage of rescued points from the accuracy tests in the previous section. On average quadruple
precision evaluation was found to be between 7 and 8 times longer than double precision. We stress
that even in the worst case of the seven gluon amplitude the required reevaluation only doubles the
total run time.

Table5 shows the evaluation times using the de-symmetrized coloursums for the pure gluonic
channels which exploit the Bose symmetry of the Þnal state. Though these channels beneÞt the
most from this treatment the complex channels with a single fermion pair would also see a con-
siderable speed up. Again we stress that these de-symmetrized sums contain the same full colour
information as the standard ones after the integration overthe phase-space or equivalently after
explicitly summing the1

2(n−2)! permutations of the Þnal state gluons.

5 Conclusions

In this paper we have presented the C++ library NJET for the numerical evaluation of one-loop
amplitudes for multi-jet production at hadron colliders. Using generalized unitarity together with
off-shell recursion relations we were able to construct multi-fermion primitive amplitudes at a
computational cost growing polynomially with time. Accuracy estimates obtained by applying a
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full colour sums a few seconds for 2→4



pT distributions
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PDF dependence
Generally weak dependence 

on the choice of PDF Þt 
(excluding choice for          )! s(M Z )
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EfÞcient Event Generation

¥ Leading/sub-leading expansion - sample dominant contributions more often

¥ Separate contributions by number of fermion lines

¥ ROOT Ntuples - make the most out of the integration run

¥ Re-weighting PDFs and renormalization/factorization scales (also jet algorithms with suitable 
event generation)

¥ APPLgrid - extremely fast and ßexible analysis (very useful for PDF error analyses)

Carli et al. [0911.2985]



Heavy quark loops

top quark loop effects are small (<1%) 

corrections grow at very large pT - still negligible  

di-jets seem to have additional 
kinematic suppression

matrix elements checked against MadLoop
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