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luminosity & luminosity measurement



luminosity
luminosity (Wikipedia)

“the number of particles per unit area per unit time times the opacity of the
target, usually expressed in either the cgs units cm2 s1 or b1 s-1,

The integrated luminosity is the integral of the luminosity with respect to
time. The luminosity is an important value to characterize the performance

of an accelerator.”
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L — luminosity, N — number of interactions, o — total cross section

need for the luminosity
integrated luminosity - cross sections mm) precision as good as possible

instantaneous luminosity (bunch by bunch) mm) correcting pile-up, beam-tuning



luminosity significance — examples
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[ATLAS TDR 15, p. 732]
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luminosity measurement

= using any theoretically well known process (o) with the large rate (R = dN/dt),

e.g. inclusive W/Z process
_ | dN :I

precision ~ 5-10% *, typical signal py,,, >25 GeV, [N, < 2.5, Eq e >25 GeV, isolated lepton
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= using machine parameters

where f (=11kHz) is the beam-revolution frequency, F(=0.9) is non-zero crossing angle factor,

N, ,' is number of protons in the colliding bunches, §=0.0034) is the beam-beam tune-shift parameter,
ky, is the value of bunches, y is the beam Lorentz factor, r, is the proton classical radius

precision 10%, can be much better (ISR, intersection storage ring 1%)
Helmut Bukhardt - Absolute Luminosity from Machine Parameters, Indico 10.04.2008

H. Burkhardt and P. Grafstrom, “Absolute luminosity from machine parameters”, LHC-Project-
Report-1019 (2007).

arge B* optics, low luminosity otherwise the measurement affected due to strong beam-beam interaction
[ATLAS TDR 14, p. 438]

= elastic scattering at small angles “



luminosity measurement

Elastic scattering at small angles
= using elastic scattering and inelastic rate
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high n acceptance problem, MC estimate needed, but for minimum bias events ~ 100% acceptance
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= using elastic scattering and total cross section
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independent measurement of o, . needed (e.g. by TOTEM)
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luminosity measurement — Coulomb interaction region
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luminosity measurement — optics selection

to reach |t |= 6 10 GeV? the special high B optics paralel-to-point was chosen
in general

y = JBIPir (cosy +a*siny) yip+ /BBip SINY Yip

A
y parallel-to-point focusing optics

using w ~ /2 and a,,~ 0 we get

y = /BB Yip
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for &y = € /y ~ 1pym rad and keeping the safety distance of 150 we get 8, ~ 2600m



luminosity measurement — technical requirements

apart from a special beam optics,

= to place detectors ~1.5 mm from LHC beam axis

= to operate detectors in the secondary vacuum of the Roman Pot
= spatial resolution s, = s, well below 100 ym (goal 30 ym)

= no significant inactive edge (< 100 ym)



ALFA
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Extracted position

Working position Roman Pot unit
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elastic scattering



luminosity measurement — MC realization

now PYTHIA 8.1
with
Electromagnetic form factor

&
the Coulomb phase implemented




luminosity measurement — optics
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ty measurement — f
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Figure 910 The reconstructed and corrected f-spectrum in two representations, linear(left) and logarthmic
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luminosity — uncertainties

Systematic uncertainties Linear fit Logarithmic fit

Statistical error [%0] 1.77 1.89




single diffraction



diffraction

elastic process
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SD as the background can be rejected by means of ve  rtex and acollinearity cuts and
can be reduced to a negligible level BUT in the same time SD represents the interesting
subject and can be studied independently on the luminosity measurement



diffraction — motivation

" measurement — cross section, t & x,p-distributions,

= parameters finding — existence of large model uncertainties

= luminosity calibration — if the Coulomb region for elastic scattering unreachable
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minimum bias events

requires measurements
of the total rate &
extrapolation of the
elasticratetot=0

for the total rate the
MBTS can be used

From the CSC note on minimum bias: Sample

[Moraes Arthur, Minimum Bias CSC Note Results] | Non-diffractive

MBTS_ 1 1 MBTS_2
99% 100%
Double diffractive 54% 82%
Single diffractive 45% 68%
Noise 0.05% 0.05%




diffraction — MC realization

elastic diffraction

now PYTHIA 8.1




single diffraction — In plots
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single diffraction — in numbers

[mb] Pythia Phojet
Elastic 34.2 (modihied) 34.5
scattering 22.2 (default)

Single

diffraction Lo o

Double

diffraction o i
Minimum bias

54.7 67.9

non-diffractive

Total cross

section = N

Efficiency [%] Pythia Phojet
Pre-selection
£<0.2 97.1 94.8
ZDC [E>1 TeV] 53.9 38.7
LUCID [1 track] 45.2 57.3
Total preselection 75 74
RP selection
relative to pre-selection
ALFA 60.1 54.2
Total acceptance 45.0 40.1




status & conclusion

the institutions from CERN, Czech Republic, France, Germany, Great Britain, Poland, Portugal,
Spain, Sweden and United States participate on the ATLAS ALFA project

the series of the test beam measurements 2005, 2006, 2007 indicated that the resolution < 30um
can be reached

two prototypes were constructed yet:

prototype_1 — used for assembling tests

prototype_2 — the full pot with all final components presently in assembling at CERN
4 weeks of test beam measurements -- July & August 2008
mass production of 8 pot units plus 2 spares till the end of 2008

the installation of 8 Roman pots - shut down 2008/2009

the insert of sensitive detector components - earliest spring 2009 or shut down 2009/10

Mthe primary goal of the ALFA is the absolute luminosity measurement and the calibration of LUCID
Bthe ALFA stations are an important test ground for the upgrade projects RP220 & FP420

M a |later upgrade of ALFA for a higher luminosity diffraction measurement can be considered



