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CTA report

* CTA project

* DIRAC for CTA:
o Hardware setup
o DIRAC functionalities in use
o DIRAC systems extended

o Externals, new DIRAC extensions, new DIRAC systems
o DIRAC usage

* Conclusions and plans
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CTA (Cherenkov Telescope Array)
The next generation instrument in the VHE gamma-ray
astronomy

The project:

e Consortium of > 1200 scientists
in 25 countries

* Current construction phase
(2015-2022)

* Operations will startin 2023
and will last > 10 years

Scientific goals:

» Cosmic rays origins

* High Energy astrophysical
phenomena

* Fundamental physics and cosmology
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CTA-DIRAC hardware setup

 DIRAC instance dedicated to CTA

4 core servers (at PIC):

* 1 server running all Services: 4 cores, 8GB RAM

* 1 server running all Agents, Executors and a few Services: 2 cores, 2GB RAM
* 1 MySQL server hosting all DBs: 4 cores, 8GB RAM

* 1 server hosting the web portal: 2 cores, 1GB RAM

» 2 additional servers running specific components (at IN2P3):
1 server hosting a DIRACSE: 16 cores, 8GB RAM and 2 TB of disk for the SE
1 server running an RMS Agent to export camera test data to grid SEs

* Installed DIRAC version: vbr12p3



ODIRAC

DIRAC functionalities in use

* Accounting
e Data Management (DMS)
* DIRAC File Catalog (DFC)

o Extensively used as replica and meta-data catalog
* Request Management (RMS)

o For bulk removal (through CLI or TS)

o For job failover
e Transformation (TS)

o Until now only for MC Simulation and bulk removal
o For the upcoming productions, also for Merging and Dataprocessing

* Workflow

o Very limited use until now
o Plan to fully use workflows for the next MC production

* Workload Management (WMS)

o It targets: CREAM CE, ARCCE
o Use exclusively SiteDirector
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DIRAC systems extended

* Interfaces (API)
o Simple extension of Job API to configure and run 6 CTA applications

* Request Management (RMS)
o We have the use-case of a server that has to treat only ‘putAndRegister’
requests
o Small modification of the RequestExecutingAgent (and ReqDB) to treat
only given operation types
o Could this possibility be generally integrated into DIRAC?

* Transformation (TS)
o Work in progress to make it fully data-driven (see talk on TS)
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Externals, new DIRAC extensions, new DIRAC systems

e Externals

o LFC: plan to migrate completely to DFC (already in use for MC production)
o In future, the ‘CTA Archive System’ -> to be interfaced by DIRACWMS and TS
o Testing CVMFS

* New DIRAC extension
o Re-write CTA Job API

* New DIRAC Systems

o Develop CTA Production System
o Interested in VMDIRAC
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Externals: CTA Archive System

e At term CTA will have an ‘Archive System’, comprising:

O All data management functionalities

o Catalog (replica and metadata)
o Interface with storage resources

* We will keep using DIRACWMS, TS

* Need to work on interfaces between DIRAC WMS, TS and the CTA
Archive
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New DIRAC extension: CTA Job API

 Currently very limited use of DIRAC workflows:
o Jobs execute a workflow containing a single step (the logic of the sequence
of steps is implemented inside the step itself)
o CTA ‘Pipeline framework’, i.e. the sw framework for CTA applications, is
currently being designed

* Plan to link CTA Pipeline framework to DIRAC workflows:

o CTA Pipeline framework handles everything that happens within a ‘Stage’
o CTA Pipeline Stages would correspond to DIRAC workflow Steps

* Plan to re-write the CTA Job API

/ CTA Pipeline framework \
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New DIRAC Systems

e CTA Production System:
o The goal is to develop a high level system to manage all the production
activities, similarly to the LHCb Production System
o It will based on the TS
o Further develop the TS to support chained transformations

* Interested in VMIDIRAC
o We must be ready to integrate cloud resources
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Running jobs:

* Stable regimes of 4000-5000 running jobs
* About 4.3 M executed jobs (122 M HS06 CPU hours)

Running jobs by UserGroup
72 Weeks froi

19 of 2015

MC production:
stable operations
5,000 | for >5 months

User analysis:

* constant over
all the year

* high I/O
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DIRAC usage in 2014-2015 (ll)

* Overall success rate:
0 86% not so good
* Main reasons for failures:
o Stalled jobs (proxy renewal, CPU limit exceeded, etc.)
o Application errors
o Some limitationsare due to the hw of the CTA-DIRAC servers

Running jobs by FinalMinorStatus
72 Weeks from Week 51 of 2013 to Week 19 of 2015
T T T T
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jobs
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Feb 2014 May 2014 Aug 2014 Mow 2014 Feb 2015 May 2015
Max: 5,434, Average: 1,238, Current: 159

Bl Execution Complete 85.92¢ [ Received Kill signal 0.22%6
E Stalled 7.1% O Input Data Resolution 0.1%%
B Application Finished With Errors 4.6% W Exception During Execution 0.19%
M Job has exceseded maximum wall clock time 0.8% [ Output Data Uploaded 0.0%%
O Pending Requests 0.7% M Input Sandbox Download 0.0%%
[ Uploading Job Outputs 0.3% @O Job has insufficient disk space to continue 0.0%
[ Job has reached the CPU limit of the gueus 0.2% W job exceeded maximum load average 0.0%
Generated on 2015-05-19 08:48:24 UTC

12



ODIRAC

THE INTERWARE

* About 1 PB of transferred data

Transfered data by Destination

DIRAC usage in 2014-2015 (lll)
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THE INTERWARE

« About 460 TB of processed data for users analysis

TB
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DIRAC usage in 2014-2015 (IV)

Cumulative Input data by Site

cta

chessnkov 1elesape anzy
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Conclusions

 CTA will start operations around 2023 and will be producing several PB/year
for > 10 years

* To prepare CTA data-processing we have started DIRAC evaluationin 2011:
o Using several components: WMS, DMS, DFC, RMS, TS
o CTA-DIRAC successfully running since 4 years for MC production and analysis
(already a computing challenge)

* New MC campaign will start soon and will be much more challenging and complex

to manage. Good training for future CTA operations!

o Several transformations to be chained:
0200k MC Simulation jobs, each producing about 50 GB, split into 6 Level O files
0 6 processing passes of Level O files, producing Level 1 files
o Removal of Level O files (~ 10 PB)
o Merging of Level 1 files
0 Run 3 analysis chains on Level 1 files

e At term, DIRACwill be used for the whole Level 1 CTA data-processing:
o Using WMS and TS to be interfaced to the future CTA Archive

15
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Plans

* Further work on the TS development to make it fully data-driven (see talk on TS)
* Develop CTA Production System based on the TS

* Complete re-writing of the CTA Job API and extensive usage of DIRAC workflows
as soon as the CTA Pipeline framework will be ready

* Work on interfaces with external systems (CTA Archive, science gateway)

* Be ready to integrate new type of resources, interested to VMDIRAC

Many thanks to Ricardo, Andrei, Adria, Federico, Andreas!!

and % FRIANCE
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16



BACKUP



EEEEEEEEEEEE

CTA VO grid resources

The CTAVO:

* Active since 2008

* Today: 21 sites in 7 countries
* About 100 members

Resources:
* Dedicated and opportunistic resources
* CPU:

- 4000-5000 cores available on average
* Storage:

- More than 1 PB dedicated in 6 sites

CTA VO EGI S|tes

‘ cherenkay telescape aney
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Objectives: Calibration \
* Site selection (North and South) ( Ca“br:‘tedima ] )
* Study of telescope and array design s

.

* Algorithm optimisation
* Studies of final instrument performances

Image Parametrization

Parametrized image

i

High statistics needed:

* 10°- 10%%simulated events for each study Shower Reconstruction
T
MC Production: C Reconstructed shower )

.

Shower generation and propagation in the Gamma/Hadron separation

atmosphere
* Telescope response simulation Gamma-like events

MC Analysis:
* Reconstruction and analysis

.

Science Tools Analysis

Final products:

\Sky maps, LC, spectra, ... )

b
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ODIRAC DIRAC usage in 2014-2015

DIRAC File Catalog:

* Used for MC production

*15.7 M replicas

* Typical user queries select tens of thousands of files

Q) CTA - DIRAC
Q‘E & htt _5 1 - & el ~ :guser/manips/objectives_|
& CC-IN2P3 User Suppo... [5Les plus visités v+ F@Release Notes [@iFedora Project v [iRed Hat~ [@iFree Content~ ¢ gperftools-Fast, mul...
Path to start from: | / | =3
) = =13 vo.ctain2p3.fr 5
voSemeenn B [(emooa = Browsing the
=43 MC <_—_
simtelArrayConfig I | sTD x| 5~ | | =3 PROD2
= =[] ConfigLeconPP_081113pn Ca ta I O g
= [T ] ConfigSAC_19062013
alttude = - | |2662 > = @ [ ConfiglLeenPP_051113pn
particle 1M | gamma x 'é ~ | | 2a 7] Configus_091013
&[] Config_120213 )
phiP =.||o | e x| E (] Items per page: | 100 Page |1 of312 | p ] | Displaying topics 1 - 100 of 31176
outputType (Y] Data 3¢ 'é ~ | | e 1| File Date Size Metadata
= Directory: Ivo.cta.in2p3.frfMC/PROD2IConfig_040213/prod-2_ 21122012 corsikalgammalprod-2_ 06052013 simtel STDI/Datal01l%o0c (100 Items)
1 gamma_20.0_0.0_alt2662.0_rundl97... 2013-05-13 01:37:56 178129993 simtelReturnCode: O; runMNumber: 19780; joblD: 540196
M eta -d a t a [ gamma_20.0_0.0_alt2662.0_run0191 .. 2013-05-13 01:45:21 219470320 simtelReturnCode: O; runNumber: 19168; joblD: 540185
] gamma_20.0_0.0_al2662.0_rund197... 2013-05-13 12:28:49 184869701 simtelReturnCode: 0; runMumber: 18732; joblD: 540721
Se I e Cti O n - = ' [ gamma_20.0_0.0_ak?662.0_run0184... 2013-05-13 05:45:45 212704833 simtelReturnCode: 0; runMumber: 18434; joblD: 540405
1 gamma_20.0_0.0_al2662.0_run0199_.. 2013-05-13 13:13:49 185400259 simtelReturnCode: 0; runMumber: 19915; joblD: 540758
- 1o gamma_20.0_0.0_alt2662.0_run0192...  2013-05-13 07:03:08 195241122 simtelReturnCode: 0; runfumber: 19201; joblD: 540425
corsikaProdversion =
| gamma_20.0_0.0_att2662.0_run0194... 2013-05-13 01:38:11 182198821 simtelReturnCode: O; runMNumber: 19436; joblD: 540082
© enerovine ] gamma_20.0_0.0_at2662.0_run0d1S5... 2013-05-12 14:35:51 187154952 simtelReturnCode: 0; runMumber: 19569; joblD: 539968
@ MCCampaign | gamma_20.0 0.0 _at2662.0 rundl9s. .. 2013-05-13 08:36:25 175178543 simtelReturnCode: O; runNumber: 19560; joblD: 540544
@ offset ] gamma_20.0_0.0_at2662.0_rundl95. 2013-05-13 08:58:16 203972311 simtelReturnCode: 0; runMumber: 19507; joblD: 540522
© cutputType 71 gamma_20.0_0.0_att?662.0_run0190_.. \2013-05-13 06:42:49 168572820 simtelReturnCode: 0; runNumber: 19014; joblD: 540454
& particle 1 gamma_20.0_0.0_at2662.0_rund190. .. 3-05-13 07:01:54 156260542 simtelReturnCode: 0; runNumber: 19046; joblD: 540529
@ rhiP 1 gamma_20.0_0.0_ah2662.0_rund197. . 5.12 15:00:32 178410412 simtelReturnCode: 0; runNumber: 19787; joblD: 539989
@ prodMName | ] gamma_20.0_0.0_at2662.0_ru B6829092 simtelReturnCode: O; runMNumber: 19951; joblD: 540549
0 runNumSeries ] gamma_20.0_0.0_alt2662.0_rul Qu e ry res u It 165311525 simtelReturnCode: O; runMNumber: 19922; joblD: 539974
@ simtelArray Config 1 gamma_20.0_0.0_alt2662.0_rul 164497112 simtelReturnCode: O; runMumber: 18342; joblD: 540273
N Sy ——— - [ gamma_20.0_0.0_alt2662.0_run0190... 2013-05 13 08.05.22 165089297 simtelReturnCode: 0; runMumber: 18089; joblD: 540587
@ Submit ' Refresh & Clear ] gamma_20.0_0.0_alt2662.0_run0198... 2013-05-12 13:57:21 173784420 simtelReturnCode: 0; runMumber: 19879; joblD: 539326
(-] L Job Monitor L1 Configuration han == Eile Catalog | Nigw _deskiop Brrabitd




