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High Power Proton Accelerator Target and 
Window Design Needs  
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  Microscopic behavior 
  High radiation damage rates rapidly cause 

unacceptable material degradation 
  Better understanding of high energy proton 

radiation damage mechanisms needed 
  Enables tailored design of radiation-tolerant 

target or window materials 
  Macroscopic properties 

  Coupled mechanical and thermal transient 
response to pulsed or rastered beams 

  During proton irradiation experiments, small 
beam size causes large thermal (and 
therefore, property) gradients 

  Difficult to measure properties on irradiated 
samples using traditional techniques 

  Need to correlate effects of microstructural 
radiation damage to mechanical and 
thermal properties for a given combination 
of localized dose and irradiation 
temperature 

Hurh, P.  2012.  “High Power Target Challenges at 
Fermilab,” Project X Forum on Spallation Sources for 
Particle Physics. 
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  Atomic Force Microscopy 
  Commonly used for high-resolution topographic imaging 
  Can be used to measure hardness with sub-micron resolution using 
appropriate tips 
  Capable of measuring elastic modulus with sub-micron resolution using 
appropriate displacement control 
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Olander, D, Balooch, M, et. al. 2012.  “Investigation of 
Feasibility of Incorporation of Hydride in Fuels,” ATR NSUF 
User Meeting. 
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  PNNL has the capability to 
examine irradiated fuels/materials 
using an AFM attachment to an 
optical microscope 

  Internal PNNL funding is being 
sought to develop this capability to 
produce elastic modulus maps in 
collaboration with Prof. Balooch of 
UC-Berkeley 

Nikon E400 POL Microscope 

Nanosurf LensAFM 

1.5
µm

20
µm

20 µm

0

Comparison of 100X Optical Microscope Image (left) to  
Nanosurf LensAFM Topographic Image (right) –  
LensAFM Product Literature, 2015. 
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  If successful, the proposed technique 
could be useful for studying localized 
mechanical properties of multi-phase 
accelerator materials 

  PNNL will be receiving and performing 
post-irradiation microscopy on OTR foils 
irradiated at T2K in Japan 

  The Ti-15V-3Cr-3Sn-3Al alloy is a 
metastable β-Ti alloy 

  While nominally single-phase, aging will 
produce α-Ti precipitates 

  Irradiation at elevated temperatures is 
likely to produce a similar microstructure 

  Significant modulus difference between α-
Ti and β-Ti phases 

  Irradiation experience with α-Ti and α+β Ti 
alloys has shown a tendency to precipitate 
additional Al- and V-rich phases 

  Ti-S and Ti-P phases have also been 
observed due to S and P impurities 
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Fig. 10. Schematic diagrams of the (~ + fl) microstructure development in (a) rolled and aged specimens: and (b) rolled, recovered and aged 
specimens. 

(1) By aging after 80% cold rolling, ~ phase precipitates 
on the dislocations introduced by deformation at all 
of the aging temperatures employed. As the aging is 
prolonged, the rearrangement of dislocations in fl 
matrix proceeds, resulting in the formation of sub- 
grains. The number of variants of ~ phase are 
restricted, presumably owing to the precipitation on 
dislocations and the Burgers orientation relationship. 

(2) Rolling textures of fl matrix of the specimens cold 
rolled by 80% and the specimens cold rolled 80% 
followed by aging at 773K for 28.8ks are 

(3) 

{001}(110>, {111}<112>, {111}(110) and 
{1 i2}(110}. The texture does not change by aging. 
This result shows that recrystallization of the fi matrix 
does not occur during 773 K aging. 
c~ phase precipitates from the subgrain boundary in 
the roiled, recovered and aged specimens. More 
variants of the Burgers relationship are observed 
than in the rolled and aged specimens. In the aging 
at 773 K after the recovery treatment, ~ precipitates 
form within fi subgrains as well as at fl subgrain 
boundaries. 

Makino, T, et al. 1996. “Microstructure Development in a  
Thermomechanically Processed Ti-15V-3Cr-3Sn-3Al Alloy,” 
Materials Science and Engineering, A213:51-60. 
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  The laser flash method is a 
standard technique for measuring 
thermal diffusivity (α)  
  Typically requires samples 5-10 mm 
diameter and 1-3 mm thick (l) 
  Thermal diffusivity is related to the 
time required for the back surface of 
the sample to rise to half its peak 
value (t1/2) after an incident laser 
flash 
  Not useful for evaluating thermal 
properties of proton beam irradiated 
samples due to geometry and 
gradient effects 

! ∝ !!
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Photothermal radiometry utilizes the same 
principles of thermal diffusion as the laser 
flash method but measures thermal 
diffusivity in a very small volume 
  A laser is used to heat the sample and create 
thermal waves on the surface 
  The frequency of the laser can be varied to 
deposit energy at different depths (useful for 
measuring diffusivity of thin layers) 
  The thermal diffusion length (µ) of the thermal 
waves is related to the thermal diffusivity (α) 
and laser frequency (ω) 
  The amplitude and phase components of the 
complex thermal wave number (σ) relates 
these measurable values to the thermal 
diffusion length and thermal diffusivity 

!! =
2!!
! !

!! =
1+ !
!! !

the origin and hence kf is essentially obtained independ-
ently of the spot size.

2. Measure the thermal diffusivity of the substrate. Here we
plot the real part of the thermal wavenumber versus fre-
quency on a log-log graph. We can envision two scenar-
ios. One: a linear relationship is observed at low
frequencies indicating that we are only sensing the sub-
strate (see Fig. 2(b)). In this case, Ds can be obtained in a
straight forward manner with high confidence. Two: a lin-
ear relationship is not reached with decreasing frequency.
In this case, Ds is substantially lower than Df,

25 and Ds

must be obtained including ks as an additional parameter.
This situation is to be avoided if possible because multi-
parameter fitting raises issues concerning uniqueness.6,26

It is worth noting that in principle a linear relationship
can be reached with ever decreasing modulation fre-
quency. However, in real experiments, there is a lower
frequency limit determined by system noise.

3. Measure the thermal effusivity of the substrate. Two im-
portant points must be considered in this regard. First to
ensure peak sensitivity to es, the thermal wavelength in
the film must be tuned to be approximately equal to the
film thickness. Second, we chose a relatively large pump
laser spot size in relation to the optimal thermal wave-
length to ensure a 1D experimental geometry. In the 1D
limit, the phase profile versus frequency can be fit using
the substrate effusivity as the sole fitting parameter. After
the effusivity is measured, we can go back and compare
the 1D and 3D theoretic phase profiles using fitted values
to ensure that the 1D condition was met. The thermal con-
ductivity can now be extracted using the measured values
for diffusivity and effusivity.

V. EXPERIMENT AND SAMPLE DESCRIPTION

The diagram of our experiment setup is shown in Fig. 4.
The pump and probe27 beams are both derived from continu-
ous wave lasers having wavelengths of 532 nm and 655 nm,

respectively. The power of the pump and probe laser beams
reaching the sample surface is !3 mW and 500 lW, respec-
tively. An acousto-optic modulator (AOM) is used for ampli-
tude modulation of the pump laser. The upper modulation
frequency, !5 MHz, is determined by the reduced modula-
tion depth of the AOM with increasing frequency. Scanning
of the probe relative to the pump beam is achieved by send-
ing the probe beam through a confocal lens pair (of focal
length 100 mm).28 The first lens in the confocal system is
attached to a stage that allows the lens and the probe beam to
be translated in the x-y plane. The probe beam propagation
vector remains collinear with the lens axis. The second lens
converts the x-y motion of the beam into a change in en-
trance angle into the objective. The scan limit using this opti-
cal system is approximately 100 lm. We use a 50" objective
lens for the spatial domain measurements and a 10" objec-
tive lens for the frequency domain measurements. The pump
beam is guided along the optical axis of the objective using a
dichroic beam splitter placed after the lens pair. The sample
surface as well as the pump and probe laser beams are
imaged onto a CCD camera to check beam overlap and sur-
face quality. The reflected probe light is collected by a pho-
todiode after passing a wavelength selective absorption filter
to block the pump light. The output signal is then sent to a
lock-in amplifier.

For the proof of principle experiment, we use two sub-
strate materials: sample A—fused silica (SiO2) is a material
with thermal properties representative of high burnup nuclear
fuel, and sample B—calcium fluoride (CaF2) is a material
with thermal properties representative of fresh nuclear fuel.
Additionally we used the SiO2 as our baseline sample to
determine kf. It is noted that our proof of principle experiment
and our baseline measurement on SiO2 were performed
separately.

Titanium has been identified as the optimal transducer
material due to its large thermoreflectance coefficient at the
probe laser wavelength. A film thickness of 200 nm was sug-
gested by sensitivity analysis. Titanium thin films were de-
posited on SiO2 (Sample A) and CaF2 (sample B) substrates
simultaneously using thermal sputtering. Picosecond acous-
tics was used to obtain the film thickness. The measured film
thickness is 170(64) nm.

VI. RESULTS AND DISCUSSION

Baseline measurements on the SiO2 sample using
both the spatial and frequency domain methods are pre-
sented in Fig. 5. We use these experimental results to
determine kf based on the published values for SiO2

(ks¼ 1.4 W/(m K) and Ds¼ 9.5" 10$7 m2/s). Figure 5(a)
shows spatial domain phase profiles at 5 kHz, 10 kHz,
and 50 kHz and corresponding least square fits using the
model discussed in Sec. II C. The best fit value for kf is
determined to be 11.0 W/(m K) which is substantially
lower than the bulk value of 21.9 W/(m K). To confirm
this measurement, we also performed a fit on the fre-
quency domain data shown in Fig. 5(b). The fitted value
in this case kf¼ 10.8 W/(m K) is in good agreement with
spatial domain measurement.

FIG. 4. Experimental setup. An AOM is used for amplitude modulation of
the pump beam. Both the pump and probe beam are focused onto the sample
using a single microscope objective. The probe is scanned relative to the
pump by changing the entrance angle into the objective.

103505-5 Hua et al. J. Appl. Phys. 111, 103505 (2012)
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  PNNL is collaborating with Prof. Heng Ban of 
Utah State University has developed 
photothermal radiometry systems for use with 
ion irradiated materials 
  Spatial resolution of 10s to 100s of µm 
  Depth sensitivity as low as 5 µm 
  Measured diffusivity in ZrC of ion-damaged, ion-

implanted, and bulk regions by varying incident 
laser frequency 

  Seeking internal PNNL funding to develop a 
system for irradiated materials/fuels 

166 K. Horne et al. / Materials Science and Engineering B 177 (2012) 164– 167

Table  1
Thermal properties of irradiated ZrC at room temperature [15,16].

Property Layer I Layer II Bulk Units

Layer thickness L ∼23 ∼5 ∼470 !m
Thermal conductivity k 10.4 10.0 20.5 W/(m K)
Thermal diffusivity ˛ 1.95 6.95 8.88 1 × 10−6 m2/s
Specific  heat Cp 813 219 352 J/(kg K)
Thermal effusivity ef 7430 3800 6880 W

√
s/(m2 K)

temperatures by multiplying it by the transfer function. Then, the
sample data can be used to compute the thermal properties of the
irradiated layer of the sample through the use of a non-linear curve
fit. This is known as the frequency-scan method.

The layered structure of the sample is what enables PTR to mea-
sure the thermal properties of the sample. Changes in thermal
properties effectively reflect and refract thermal waves much like
changes in dielectric constant affect electromagnetic waves. In a
layered structure like that shown in Fig. 3, an analytical model can
be written which predicts the surface thermal waves for the case
of 1D heat propagation, shown in Eqs. (3) through (5).  The surface
thermal wave !,  is a complex value since the thermal wave num-
ber contains the imaginary unit i, not to be confused with the layer
index, j. Because ! is complex, it represents both the magnitude
of the thermal wave and its phase relative to the forcing function
of the oscillation (the incident laser). In this model, F is the mean
beam intensity, Lj is the thickness of each layer, and bij is the ratio
of the thermal effusivities for layers i and j [11]:

!(N)
1 = F

4k1"1

[
(1 + R1)(1 + #(N)

21 e−2"1L1 )

1 − R1#(N)
21 e−"1L1

]
(3)

#(N)
j+1,j =

(1 − bj+1,j) + #(N)
j+2,j+1(1 + bj+1,j)e−2"j+1Lj+1

(1 + bj+1,j) + #(N)
j+2,j+1(1 − bj+1,j)e−2"j+1Lj+1

(4)

#(N)
N,N−1 =

(1 − bN,N−1) + RN(1 + bN,N−1)e−2"N LN

(1 + bN,N−1) + RN(1 − bN,N−1)e−2"N LN
(5)

In these equations, N is the number of layers in the material, and
kj is the thermal conductivity of the jth layer. All subscripts are
layer indications, and bij is the thermal effusivity of layer i divided
by that of layer j. R1 and RN are coefficients accounting for heat
transfer with the environment. For a surface j, the R coefficient can
be computed using Eq. (6),  where hj is convection coefficient:

Rj =
kj"j − hj

kj"j + hj
(6)

The environmental heat transfer coefficients for this sample, R1
and RN, were computed to be very nearly one, corresponding to no

Fig. 3. Layered sample structure and nomenclature.

convection from the sample’s surfaces. Substituting these values,
and actualizing the implicit recursion for a three layer sample Eqs.
(3)–(5) are changed into (7)–(9):

!(3)
1 = F0

2k1"1

[
1 + #(3)

21 e−2"1L1

1 − #(3)
21 e−2"1L1

]
(7)

#(3)
21 =

(1 − b21) + #(3)
32 (1 + b21)e−2"2L2

(1 + b21) + #(3)
32 (1 − b21)e−2"2L2

(8)

#(3)
32 = (1 − b32) + (1 + b32)e−2"3L3

(1 + b32) + (1 − b32)e−2"3L3
(9)

A major simplification to the model is used in these equations,
since the thermal properties of an irradiated sample actually vary
and do not form distinct layers like those normally considered with
PTR. By using a three-layer model, the constant variation in prop-
erties is simplified to the averages for each region.

This multi-layer model was  programmed as a Fortran 95/2003
function and serves as the basis for the curve fit. Experimental
data, both from the sample and the glassy carbon, are read into
the computer’s memory.

A residual function took in the fitting parameters and generated
the predicted response using the multi-layer model. The difference
between each data point and the model’s prediction was computed,
and then Gaussian statistics took into account the uncertainties in
the data to produce a goodness-of-fit metric. The metrics from all
the points were root-sum-squared, producing the full residual.

The residual was minimized using a combination of brute force
and the Nelder–Mead simplex method [12]. The fit parameters
were each given a range, and a number of points in that range to
check. The ranges together make up a search domain and the com-
binations of the points make up points in that domain which are
used as initial guesses to the simplex method. The two-tiered opti-
mization approach ensures that the resulting fit parameters cannot
be subject to a bad initial guess. The accuracy of such fit methods
has been explored in previous works [13].

Fig. 4. Phase of sample data and curve fit.
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Fig. 5. Amplitude of sample data and curve fit.

The results presented here were computed on a ten pro-
cessor Beowulf cluster in several hours. The significance of the
computation time required for the curve fits is 2-fold. First,
the brute-force algorithm which calls the simplex method is
easily parallelized, since each range is independent of the oth-
ers. Second, the computational cost of accurately fitting the
heat transfer model for even the one-dimensional case is very
high.

5. Results

After processing the captured data, the thermal properties of
the layer of interest, which has the implanted protons, are sum-
marized in Table 1. The curve fits solved for the thermal diffusivity
and effusivity of each layer. Because the density of ZrC has been
shown to remain nearly (<0.5%) unchanged by this type of irra-
diation, from these two properties the thermal conductivity and
specific heat may  also be computed [8,14].  All values are measured
at room temperature.

The curve fit which produced these values is shown along
with the sample data in Figs. 4 and 5 . The frequencies scanned
were selected by first scanning the entire range supported by
the PTR system (500–80 kHz), and then using the range with
deviation for the curve fit. Both of the fits well-represented the
experimental data, although in lower frequencies the phase does
not match quite as well. The deviation may  be due to three-
dimensional effects not considered by the 1D model used for the
curve fits.

The calculated thermal conductivity is in agreement with results
obtained previously using neutron or ion irradiation by the Oak-
Ridge National Laboratory and other studies [17,18]. The other
properties are mostly lower than the bulk, which is consistent with
thin layers of a material when compared to the same properties for
a bulk. The increase in specific heat measured in the first layer is not
consistent with measurements done by others on similar ceramics,
and suggests that further study is needed [19,2].  The decrease in
thermal conductivity in the thin layer is caused by defects in the
lattice from the proton bombardment.

6. Conclusion

The thermal properties of a ZrC sample were measured and
shown to agree with other measured values for similar samples.
Although the results are only preliminary, the successful use of
PTR for measurement of a prototypical irradiated sample’s ther-
mal  properties demonstrates the method’s effectiveness as a tool
for PIE. Small layered samples can be effectively measured with-
out damage or physical contact. These capabilities are well-suited
for evaluation of irradiated samples, especially those from nuclear
accelerators, because of the small size and layered nature of such
samples. Additional measurements of similar samples should be
done to better understand how this measurement can be used in
the nuclear field.

Further investigation is ongoing, and includes both theoretical
and experimental work. The effects of a continuously varying prop-
erty such as truly exists in the ZrC sample are being considered, as
well as the overall uncertainty of a PTR measurement and subse-
quent calculations from that measurement. A PTR system is being
constructed at Utah State University to run measure the properties
of more samples like the one considered in this paper.
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Table  1
Thermal properties of irradiated ZrC at room temperature [15,16].

Property Layer I Layer II Bulk Units

Layer thickness L ∼23 ∼5 ∼470 !m
Thermal conductivity k 10.4 10.0 20.5 W/(m K)
Thermal diffusivity ˛ 1.95 6.95 8.88 1 × 10−6 m2/s
Specific  heat Cp 813 219 352 J/(kg K)
Thermal effusivity ef 7430 3800 6880 W

√
s/(m2 K)

temperatures by multiplying it by the transfer function. Then, the
sample data can be used to compute the thermal properties of the
irradiated layer of the sample through the use of a non-linear curve
fit. This is known as the frequency-scan method.

The layered structure of the sample is what enables PTR to mea-
sure the thermal properties of the sample. Changes in thermal
properties effectively reflect and refract thermal waves much like
changes in dielectric constant affect electromagnetic waves. In a
layered structure like that shown in Fig. 3, an analytical model can
be written which predicts the surface thermal waves for the case
of 1D heat propagation, shown in Eqs. (3) through (5).  The surface
thermal wave !,  is a complex value since the thermal wave num-
ber contains the imaginary unit i, not to be confused with the layer
index, j. Because ! is complex, it represents both the magnitude
of the thermal wave and its phase relative to the forcing function
of the oscillation (the incident laser). In this model, F is the mean
beam intensity, Lj is the thickness of each layer, and bij is the ratio
of the thermal effusivities for layers i and j [11]:

!(N)
1 = F

4k1"1

[
(1 + R1)(1 + #(N)

21 e−2"1L1 )

1 − R1#(N)
21 e−"1L1

]
(3)

#(N)
j+1,j =

(1 − bj+1,j) + #(N)
j+2,j+1(1 + bj+1,j)e−2"j+1Lj+1

(1 + bj+1,j) + #(N)
j+2,j+1(1 − bj+1,j)e−2"j+1Lj+1

(4)

#(N)
N,N−1 =

(1 − bN,N−1) + RN(1 + bN,N−1)e−2"N LN

(1 + bN,N−1) + RN(1 − bN,N−1)e−2"N LN
(5)

In these equations, N is the number of layers in the material, and
kj is the thermal conductivity of the jth layer. All subscripts are
layer indications, and bij is the thermal effusivity of layer i divided
by that of layer j. R1 and RN are coefficients accounting for heat
transfer with the environment. For a surface j, the R coefficient can
be computed using Eq. (6),  where hj is convection coefficient:

Rj =
kj"j − hj

kj"j + hj
(6)

The environmental heat transfer coefficients for this sample, R1
and RN, were computed to be very nearly one, corresponding to no

Fig. 3. Layered sample structure and nomenclature.

convection from the sample’s surfaces. Substituting these values,
and actualizing the implicit recursion for a three layer sample Eqs.
(3)–(5) are changed into (7)–(9):

!(3)
1 = F0

2k1"1

[
1 + #(3)

21 e−2"1L1

1 − #(3)
21 e−2"1L1

]
(7)

#(3)
21 =

(1 − b21) + #(3)
32 (1 + b21)e−2"2L2

(1 + b21) + #(3)
32 (1 − b21)e−2"2L2

(8)

#(3)
32 = (1 − b32) + (1 + b32)e−2"3L3

(1 + b32) + (1 − b32)e−2"3L3
(9)

A major simplification to the model is used in these equations,
since the thermal properties of an irradiated sample actually vary
and do not form distinct layers like those normally considered with
PTR. By using a three-layer model, the constant variation in prop-
erties is simplified to the averages for each region.

This multi-layer model was  programmed as a Fortran 95/2003
function and serves as the basis for the curve fit. Experimental
data, both from the sample and the glassy carbon, are read into
the computer’s memory.

A residual function took in the fitting parameters and generated
the predicted response using the multi-layer model. The difference
between each data point and the model’s prediction was computed,
and then Gaussian statistics took into account the uncertainties in
the data to produce a goodness-of-fit metric. The metrics from all
the points were root-sum-squared, producing the full residual.

The residual was minimized using a combination of brute force
and the Nelder–Mead simplex method [12]. The fit parameters
were each given a range, and a number of points in that range to
check. The ranges together make up a search domain and the com-
binations of the points make up points in that domain which are
used as initial guesses to the simplex method. The two-tiered opti-
mization approach ensures that the resulting fit parameters cannot
be subject to a bad initial guess. The accuracy of such fit methods
has been explored in previous works [13].

Fig. 4. Phase of sample data and curve fit.

Horne, K, Ban, H, et al. 2012. “Photothermal Radiometry Measurement 
of Thermophysical Property Change of an Ion-Irradiated Sample,” Materials  
Science and Engineering, B177:164-167. 


