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How e-Infrastructures support 

the Scientific Method

Data Infrastructures

Open Access Doc. Repos.

Data Repos.
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Reproducibility crisis



Reproducibility crisis

18

Out of 18 microarray papers, results

from 10 could not be reproduced

More retractions: 

• >15x increase between 2000-2009

• At current rate, by 2045 as many papers 

published as retracted
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1. Ioannidis et al., 2009. Repeatability of published microarray gene expression analyses. Nature Genetics 41: 14

2. Science publishing: The trouble with retractions http://www.nature.com/news/2011/111005/full/478026a.html

3. Bjorn Brembs: Open Access and the looming crisis in science https://theconversation.com/open-access-and-the-looming-crisis-in-science-14950

http://www.nature.com/news/2011/111005/full/478026a.html
https://theconversation.com/open-access-and-the-looming-crisis-in-science-14950


Repeatability and 

Reproducibility are not all
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Evolution of Scientific Research
(http://book.openingscience.org)
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o-Science
(Open Science)
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Science in transition  towards Science 2.0
(http://ec.europa.eu/research/consultations/science-2.0/background.pdf)

Final report: http://ec.europa.eu/digital-agenda/en/news/final-report-science-20-public-consultation 11



INFN approach to Open Science:
the “grand” view

Digital Repository of Research Products
(pilot: www.openaccessrepository.it)
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INFN approach to Open Science:
requirements, choices and motivations

14

 Requirements:

 Open source

 Standard compliant

 Well supported

 Scalable up to O(106)-O(107) resources (to begin with) 

 Choice:

 Invenio (www.invenio-software.org) + our «add-ons»

 Motivations:

 Fully compliant with OAI-PMH and Marc21 standards

 Co-developed by an international collaboration comprising institutes such 

as CERN, DESY, EPFL, FNAL, SLAC and used by about 30 scientific institutions 

worldwide

 ZENODO (OpenAIRE flagship repository) and SCOAP3 repositories are based

on Invenio

 The CERN Document Server (http://cds.cern.ch/) contains more than

1.3 million documents

http://www.invenio-software.org/
http://cds.cern.ch/
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The INFN Open Access Repository
(www.openaccessrepository.it)

papers

data

Automatic ingestion in place from:



Resources’ automatic harvesting & 

ingestion: the SCOAP3 use case

Call SCOAP3 API
Connect to the SCOAP3 HTTP endpoint and pull required information

Get SCOAP3 records
Save retrieved records in local XML file

Format SCOAP3 records
Create compliance with Open Access Repository scheme (modify MarcXML tags)

Ingest final data
Ingest final, reformatted data in Open Access Repository

Step 1

Step 4

Step 3

Step 2
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(Single) resources upload 

and DOI registration

openaccessrepository.it

is a registered domain of:
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Examples of document                      

and data resources

Data stored on:
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Example of software resources: 
the ALEPH Virtual Research Environment
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Visibility and compliance
(full conforming with OAI)
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Visibility and compliance
(registered as an OpenDOAR data provider)

21



Visibility and compliance
(compliant with OpenAIRE guidelines)

Guidelines 3.0
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Visibility and compliance
(registered as an OpenAIRE data provider)

Includes funding

information:

EU FP7, NOP-IT,

INFN DB, 

<other CRISes>
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The Catania Science Gateway 

Framework (CSGF) in a nutshell

http://www.catania-science-gateways.it

 Born in 2010 to hide Grid – and now Cloud -
complexity (especially security-wise)

 Designed to be:
 Sustainable (Fully based on standards)

 Scalable (e.g., through Glassfish)

 Secure (integrated AAAAI)

 Interoperable (one system  many infrastructures)

 Accessible anytime from anywhere (including mobile devices)
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CSGF Architecture
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CSGF Components

Grid&Cloud Engine

• Administrators

• Power users

• Basic users

• VRC members

• etc,

08/06/2015

Users having 

different roles 

and privileges

AAI

Portlets

Grid Cloud HPC

Thanks to the CSGF, the 

interoperability of different          

distributed e-Infrastructures has    

been successfully demonstrated
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AAI in the CSGF

Authorization

Authentication

…

AuthN/AuthZ
handled separately

SAML 2.0

Identity Federations

1. Sign In
2. Select eID or Your institute IdFs

3. Select your IdF and IdP

4. Use IdP to get authorized by IdP

eid-stork.eu

IdP 1

IdP 2

IdP n

OpenIDEGI 

UMP

access.egi.eu
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Support for the most diverse and 

widest possible communities of users (1/3)
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Support for the most diverse and 

widest possible communities of users (2/3)
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The OAR Knowledge Workflow
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The OAR Knowledge Workflow:

data search & discovery
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1. From OAR it is possible

to select an “analysis” as

simply as any other

resources in the archive

The OAR Knowledge Workflow:

data inspection

2. Clicking on RUN PAGE,

the researcher can either

reproduce or extend that

particular analysis using a

Science Gateway
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The OAR Knowledge Workflow:

data analysis (1/2)

The Science Gateway collects from OAR, and allows user browse, metadata 

associated to the dataset(s) associated to that particular analysis
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The OAR Knowledge Workflow:

data analysis (2/2)

Data are retrieved from  

Using the JSAGA adaptor

for all OCCI-compliant

cloud-middleware, the

Science Gateway starts a

dedicated VM already

configured with the all the

experiment software

Both the CHAIN-REDS

Cloud Testbed and the

EGI Federated Cloud can

be used as e-Infrastruc-

tures

Jobs run both on                and            
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Reproducibility of ALEPH data with the 

CHAIN-REDS Science Gateway (1/3)
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Reproducibility of ALEPH data with the 

CHAIN-REDS Science Gateway (2/3)
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Reproducibility of ALEPH data with the 

CHAIN-REDS Science Gateway (3/3)
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Remember: repeatability and 

reproducibility are not all
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1. From within the CHAIN-REDS Science Gateway an entitled researcher can start

a VM already configured to re-use/extend a given scientific analysis

2. The VM was previously distributed both on the CHAIN-REDS Cloud Testbed

and on the EGI Federated Cloud using the EGI AppDB

Reusability of ALEPH data with the      

CHAIN-REDS Science Gateway (1/2)
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Reusability of ALEPH data with the      

CHAIN-REDS Science Gateway (2/2)

1. The VM available tor a customizable amount of time during which the user has

full access to the dataset(s) and analysis algorithm(s) of the experiment

2. The user receives via email the credentials to access the VM using different

protocols (e.g., SSH, VNC, etc.). Clicking on the SSH or VNC icons the user can

directly access the cloud-located VM from within the Science Gateway.

New stable analyses (and their results), generated running the VM, 

may be registered in the OAR (with a DOI) to further extend the  

analysis catalogue shared across the Virtual Research Community
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Summary and conclusions
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 Open Science vision can be implemented only if the “openness” 

paradigm becomes pervasive in research

 Science outputs’ reproducibility, but also re-usability and extensibility,  

are key to walk through the “knowledge path” in both directions

 The INFN Open Access Repository is a pilot data preservation 

repository of science products meant to serve both researchers and 

citizen scientists; what makes OAR different from other repositories is 

its capability to connect to Science Gateways and exploit cloud 

resources worldwide to easily reproduce/extend scientific analyses

 The feasibility of the OAR Knowledge Workflow has successfully been 

tested with ALEPH datasets and will now benchmarked with ALICE  

ones

 For the new tests we plan to explore CERNVM as well as Containers + 

Docker



Thank you !
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