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WHAT IS A LAYOUT ? 

Dictionary definition: 

"The way in which the parts of something 

are arranged or laid out" 

 

Our definition: 

"A set of functional positions mechanically, 

electrically or logically structured to model a 

system" 

 

Some examples  

Large Hadron Collider Layout "IKEA Style" 

LHC FODO cell layout 

LHC point 1 Insertion region Layout 

Extract of Electrical layout of LHC magnets - right of IP 2  



WHAT IS THE LAYOUT 
DATABASE SERVICE? 

Public DB cluster in building 513 : edmsdb/accdb/cerndb1 where the Layout DB is hosted 

A CERN-wide Oracle database 



WHAT IS THE LAYOUT 
DATABASE SERVICE? 

 ~ 60 distinct dynamic web pages 

 2.8 millions .NET page accesses since 2007 

 This year:  ~600 individual users, ~60 frequent 
users (more than 20 days in a year)  

 ~700 pages-loads per day 

 

http://cern.ch/layout 

80 Legacy Oracle Forms / 3 applications 
30 APEX pages / 4 applications 

A CERN-wide Oracle database 

A set of tools, including: 
 A public web-interface with navigation and search 

capabilities 
 Limited applications for data entry  
 Views and APIs for external clients 



WHAT IS THE LAYOUT 
DATABASE SERVICE? 

A CERN-wide Oracle database 

A set of tools, including: 
 A public web-interface with navigation and search 

capabilities 
 Limited applications for data entry  
 Views and APIs for external clients 

Support from a dedicated team of people with 
expertise and experience since 2003 
 Provide database support to EN-MEF-DC who manage 

the beam line layout data 
 Assist equipment groups to structure coherently their 

layout data for electronic components, instrumentation 
and other non-beam line systems (Racks, WorldFIP, 
FECs…) 

Centralises the management of  integrated, 
controlled functional position and layout data across 
CERN 
 Layout data from different domains are fully inter-related 

Pascal Eve 

Chris Vasileios 



ROLE OF THE SERVICE 

Document the CERN infrastructures by modelling 

their architecture as layouts 



ROLE OF THE SERVICE 

Types: members of classes 

Hierarchy of 
classes 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 



ROLE OF THE SERVICE 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 
 Types are identified by a 2-5 letters functional equipment 

code 
 Adhering to CERN naming conventions 



ROLE OF THE SERVICE 

Hierarchy with functional 
position names – logically 

ordered 

Localisation 

Identification: names, 
equipment type, description 

from Naming service 

Positions 

GIS Control portal integration 
More details in Rack Inventory 

Presentation 

MTF link 

Example: ELENA naming convention 

Rack data-driven 
generated 
schematic 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 
 Types are identified by a 2-5 letters functional equipment 

code 
 Adhering to CERN naming conventions 

Defining, identifying the components as Functional 

Positions 
 Nature/function of the components 
 Localisation/position of the components 
 Official name defined by the QA plan of each machine 



ROLE OF THE SERVICE 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 
 Types are identified by a 2-5 letters functional equipment 

code 
 Adhering to CERN naming conventions 

Defining, identifying the components as Functional 

Positions 
 Nature/function of the components 
 Localisation/position of the components 
 Official name defined by the QA plan of each machine 

Defining relationships between these components: 
 Mechanical assemblies (Physical structures) 



ROLE OF THE SERVICE Powering sub-sectors 

Circuit hierarchy with 
Power converters and 

magnets 

Power converter reference data used by LSA 

Associated documentation from EDMS: Non 

conformities, Engineering specifications, ECR… 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 
 Types are identified by a 2-5 letters functional equipment 

code 
 Adhering to CERN naming conventions 

Defining, identifying the components as Functional 

Positions 
 Nature/function of the components 
 Localisation/position of the components 
 Official name defined by the QA plan of each machine 

Defining relationships between these components: 
 Mechanical assemblies (Physical structures) 
 Powering connections & circuits 



ROLE OF THE SERVICE WorldFIP 
segments 

Hierarchy of a segment with 
managers, repeaters, tap 

box, agents, fip diags  

Complete segment report with FIP 
adresses, cable numbers… 
downloadable as Excel file 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 
 Types are identified by a 2-5 letters functional equipment 

code 
 Adhering to CERN naming conventions 

Defining, identifying the components as Functional 

Positions 
 Nature/function of the components 
 Localisation/position of the components 
 Official name defined by the QA plan of each machine 

Defining relationships between these components: 
 Mechanical assemblies (Physical structures) 
 Powering connections & circuits 
 Control connections & circuits 



ROLE OF THE SERVICE 

Document the CERN infrastructures by modelling 

their architecture as layouts 

Classifying the components of the infrastructure 
 Within a hierarchy of Classes and types 
 Types are identified by a 2-5 letters functional equipment 

code 
 Adhering to CERN naming conventions 

Defining, identifying the components as Functional 

Positions 
 Nature/function of the components 
 Localisation/position of the components 
 Official name defined by the QA plan of each machine 

Defining relationships between these components: 
 Mechanical assemblies (Physical structures) 
 Powering connections & circuits 
 Control connections & circuits 
 MAD optic sequences 
 Logical connections between otherwise unrelated 

components : EIS Safety Chains 
 

LHC sequence file generated from the database. Used 
by BE-ABP as one input file for MAD program  

(Methodical Accelerator Design simulation program) 

Data provided to LSA since 2006  



COLLABORATIONS WITH OTHER CERN SYSTEMS 

Layout database shares data with ~40 CERN 

database accounts (LSA, CCDB, SURVEY…) 

Layout Service website integrates navigation to 

other external web interfaces at CERN: 
 MTF (Assets Maintenance Management) 
 EDMS (Documentation Management) 
 Power converters Database (Alim DB) 
 GIS Portals (CERN Geographical Information Systems) 
 Normal Conducting magnets database (Norma DB) 
 Control Configuration Service  (CCDB) 
 IT Network Service, etc… 

 

 

 

MTF 

EDMS Documents 

TE/EPC ALIM DB 

CCDB 

IT Network 
Service 



EVOLUTION 
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Functional Position increase over 15 years 

PARAMMGR : First implementation 
 by Elena Wildner SL/AP + EST/ISS 

LHC magnetic elements, powering circuits 

Start of LHC Layout database project for installation 
and commissioning  of LHC 

Beam line components , vacuum , QRL line 
 

Collaboration between AB-CO-DM and EST-IC-DC 

Electronics layouts (racks, crates..), 
instrumentation for Cryogenics, QPS, 

WIC, PIC, BIC, Power converters, FIP FECs 

WorldFIP 
segments 

Scope widened to 
all accelerators 

SPS Layout 
import 
from 

ACCDES DB 

Scope widened to  
all LHC domains 

PARAMMGR LHC LAYOUT LAYOUT 

~ 90 beam lines 
20 equipment groups 

PS Ring 

Booster 

Linac 4 



UNDERESTIMATED IMPACT OF EXPANSION 

 As you have seen, over the last 10 years, the Layout service has expanded enormously 
 Increase in geographical scope: From LHC main tunnel to any accelerator related locations 

 Increase in domain scope: From LHC beam-line components to potentially any domain covered at CERN (Magnets, QPS, 
Shielding's…) 

 Consequently, increase in responsibility and technical expertise provided 

 Scope extension not initially foreseen in 2003 

 Evolution not well controlled: 
 Fulfilling missing functionality extending far beyond the Layout primary scope in response to critical user requests 
 Prioritising short-term satisfaction of user, neglecting maintainability, underestimating long-term support  
 Over-compensating for equipment group’s lack of time, resources, commitment and understanding of their own data/business 
 

Resulting in : 
 Sub-optimal evolution of the database (wrong choices, duplicate implementations …) 
 Technical debts 
 Increased supports 



"PHILOSOPHY" DID NOT CHANGE 

 Layout service’s philosophy of providing support for centralised, integrated functional position data 
has not changed over the last decade 

 Equipment groups are responsible for the accuracy of their data, but not necessarily its maintenance  

 In order to maintain a global coherency, data management, integration and control of layout data is 
currently performed by "layout data managers"  
 ~4 FTEs across BE-CO-DS and EN-MEF-DC 

 

 

  



EXPANSION WILL NOT STOP 

The expansion will definitely continue, demands are there: 
 Support for HL-LHC 

 Maintenance Management Project expressed the need to extend the scope to any surface buildings 

 Requests for experiment layouts 

 Not even talking about FCC layout studies… 

  



NOT SCALABLE, NOR SUSTAINABLE… 

 The service is becoming increasingly unsustainable with the current limited resources, due to: 

 The number of domains covered 

 The range of functionalities provided  

 The complex, labour-intensive nature of the highly-relational data 

 Reliance on domain expertise within the Layout team 

 LHC centric data model not originally designed to support all infrastructures  

 A growing user community implies a proliferation of user-support and data maintenance  

 

The current philosophy, procedures and tools are no longer appropriate, as they cannot be scaled to 

meet the ever-increasing demand for the service  

  



NEW APPROACH 

Review the responsibility model, redistribute the roles and delegate responsibility for data 
management 

As far as possible, equipment groups should be able to maintain their data 
 Requires new accredited functions in the groups 

 Knowledgeable person with appropriate competences to manage and be responsible for the data 

Representatives from EN-MEF-DC to become responsible for validating changes made by users to 
ensure the continuity of the global coherency 

Transform Layout Database Service in BE-CO-DS 
 From data support oriented team to Agile development team 

 Focus on providing database and tools, minimise direct data management 

 Additional resources allocated for development phase 

 

Hernan Diaz Rodriguez Margarita Chrysogelou 



CHALLENGES: DATABASE CONSOLIDATION 

 A complete new database is required 
 To eliminate technical debt incurred by incremental evolution 

 To rationalise, consolidate similar core concepts 

 To model more accurately the business logic of the specific domains 

 To reinforce integrity constraints of the specialised domain data 

 To implement a fine-grained access scheme to protect data 

 Improve interoperability and automated synchronisation with other systems (CCDB, LSA, MTF/InforEAM, GIS, Survey DB, Norma 
DB) 

 To develop a detailed time-oriented database mechanism in order to manage past, current and future layouts 

 Use standardised BE-CO-DS Oracle Commons database modules (for auditing, history, notification, error management…) 

 Without this new model, it is not possible to delegate responsibility for the data management back to 
the equipment groups 

  

 Re-establish clear boundaries for the scope of the Layout Database 
 e.g. Separate pure Layout Data (Hardware topologies) from UNICOS configuration data (software objects and parameters)  

(concerned cryogenics, vacuum, QPS) 

  
 

  
 

 

  



CHALLENGES: WEB USER INTERFACES 

A new database implies complete new Graphical User Interfaces 
 Combine read/write capabilities into one modern, web-based tool 

 Modular GUI for power users such as EN-MEF-DC 

 Tailored tools; customised to the different data sets, procedures and workflows of each domain 

 

Excellent opportunity to streamline the approach between Layout and other BE-CO systems in terms 
of implementation technology and architecture 

 No more .NET or APEX but latest BE-CO technology stack : Java spring MVC + REST + ExtJS or JSF 

 

 

  



SUMMARY 

 The Layout Service is a 12 years old critical information system (used by many people to do lots of 
different things) 

 It’s scope has evolved significantly, but the database and tools have not 

 Layout service must evolve in order to preserve both the quality of data and the overall level of 
service 
 Current situation/ philosophy is not scalable 

 Need to give responsibility for data management back to the equipment groups 

 Break vicious cycle : too much data support meaning less development 

 

2015 will be a crucial year for the service; the resources are now available to do the work and it is 
essential to make significant progress in the coming months 

 We need to have at least the main core features of the new system in place before LS2  
 For key Layout users i.e. MEF + CRG 

 This is already a very ambitious goal, but it would significantly reduce the amount of data support for LS2 

 Less critical domains can follow incrementally in function of necessity, time and resources available 

  


