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Outline

Importance of coherence in high energy scattering 

Color fluctuations in hadron - new pattern of high energy hadron - nucleus scattering - 
going beyond single parton structure of nucleon. 

Evidence for x -dependent color fluctuations in nucleons

Photon/ electron beam opportunities at LHC(UPC),  EIC, LHeC
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High energy projectile stays in a  frozen configuration distances lcoh =cΔt

�t ⇠ 1/�E ⇠ 2ph
m2

int �m2
h

At LHC for                                       lcoh ~ 107 fm>> 2RA>> 2rNm2
int �m2

h ⇠ 1GeV2

Strength of interaction of white small  system is proportional to the area occupies by color.

Fluctuations of overall strength of high energy h(γ)N interaction

Hence system of quarks and gluons passes through the nucleus interacting essentially with the 
same strength but changes from one event to another different strength

QCD factorization theorem for  the interaction of small size color singlet wave package of quarks and gluons. 

⇤(d, x) =
⇥2

3
�s(Q2

eff )d2

�
xGN (x, Q2

eff ) +
2
3
xSN (x, Q2

eff )
⇥

Q2
eff = �/d2, � = 4÷ 10 Baym, Blättel, Frankfurt, MS, 93;

 Frankfurt,Miller, MS 93

compare:   σ(d, x) = cd2 in QED or two gluon exchange model of Low - Nussinov (1975)

For quark - antiquark dipole: 

coherence up to m2
int ⇠ 106GeV2



There exist a number of dynamical mechanisms of the  fluctuations of the strength of interaction 
of a fast nucleon/pion/photon: fluctuations of the size, number of valence constituents, orientations

N = 3q + 3qg + 3q+ π + ...

● ●
● vs

●
● ●

rtr rtr
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Studying effects of CFs in pA (and soon in γA at the LHC ) aims at 

vs

vs

Localization of color certainly plays a role - so we refer to the fluctuations generically as color fluctuations.

(ii)  Better understanding of the QCD dynamics of pA and AA collisions

(i)  Mapping 3-dimensional global quark-gluon structure  of the nucleon and photon

may dominate 
at large x

pγ
“ρ,ω,φ” + aligned jet (small kt) qq + small size (large kt )qq - -
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ν wounded nucleons

spectator nucleons

Constructive  way to account for coherence of the high-energy dynamics is
 Fluctuations of interaction cross section formalism. 

Classical low energy picture of 
inelastic h A collisions 

implemented in Glauber model  
based Monte Carlos 

+
High energy picture of inelastic 
h A collisions consistent with 

the Gribov - Glauber model but 
more microscopic  

Frozen configuration - same strength of interaction with 
different nucleons along the path essentially semiclassical  picture!!!



High energies = Gribov -Glauber model

A A A A

p p p p

+

X

Glauber model 
in rescattering diagrams proton propagates 
in intermediate state - zero at high energy  - 
cancelation of planar diagrams (Mandelstam 
& Gribov)- no time for a proton to come 
back between interactions.

p ppp

A A AA

+

p

X= set of frozen intermediate states 
the same as in pN diffraction

�2 /
Z

dtF 2
A(t)

d�(p+ p ! p+X(p+ inel diff))

dt
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deviations from Glauber are small for Einc < 
10 GeV as inelastic diffraction is still small.

Formal account of large lcoh ➟ p A scattering  is described by different set of diagrams:



Convenient quantity - P(σ)  -probability that hadron/photon interacts with cross section σ with the 
target.   

dσ(pp!X+p)
dt

dσ(pp!p+p)
dt

| t = 0
=

�
(� � �tot)2P (�)d�

�2
tot

⇥ ⇥� variance
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∫P(σ)d σ= 1, ∫ σ P(σ)d σ=σtot, 

Pumplin  &Miettinen

∫ (σ - σtot)3 P(σ)d σ= 0, 
Baym et al from pD diffraction

P (�)|�!0 / �nq�2 Baym et al 1993 -  analog of QCD counting rules
probability for all constituents to be in a small transverse area

+ additional consideration that for a many body system fluctuations near average value should be Gaussian 

model and the Monte Carlo calculations which take into account finite radius of the NN

interaction neglected in the optic model.

IV. EFFECTS OF FLUCTUATIONS IN THE MONTE CARLO MODEL

An additional source of event-by-event fluctuations of the number of wounded nucleons

comes from the fluctuations in the number of nucleons at a given impact parameter. These

fluctuations are present already on the level of the Glauber model [8]. These fluctuations

decrease with increase of σtot(NN) due to an increase of the overall number of interacting

nucleons, N , at a given impact parameter. In the case when no fluctuations of σ are present,

we have:

⟨N(σinel)⟩ = ⟨N⟩
σinel

⟨σinel⟩
. (14)

In this case we can write
〈

N(σinel)
2
〉

= ⟨N⟩2 (1 + ωρ) , (15)

where ωρ is the quantity calculated for dispersion in the case of no color fluctuations. The

dependence of ωρ on σinel(NN) is presented in Fig. 1 for b = 0 and b = 4. In the calculation

we use the event generator [8]. The event generator includes short-range correlations between

nucleons, however this effect leads to a very small correction for the discussed quantity.

When both fluctuations are included average N does not change. Hence the dispersion

of the distribution over N including both effects can be calculated as follows:

〈

N2
〉

=
∫

dσinelP (σinel) ⟨N⟩2
(

σinel

⟨σinel⟩

)2

(1 + ωρ) . (16)

Now we can calculate the total dispersion. The first term in (1 + ωρ) gives simply ωσ. The

second term takes into account the dependence of ωρ on σinel:

ωtot = ωσ +
∫

dσinelP (σinel)

(

σinel

⟨σinel⟩

)2

ωρ . (17)

As a result the overall dispersion is somewhat smaller that ωσ+ωρ(σtot) since the the integral

in the second term is dominated by σ > σtot. In order to perform numerical analysis we

follow [10], and take the probability distribution for σtot as [16]:

Ph(σtot) = r
σtot

σtot + σ0
exp{−

σtot/σ0 − 1

Ω2
} , (18)

7

( )2

N

Test:  calculation of coherent diffraction off nuclei: π A→XA, p A→XA  through Ph(σ) 

P�(�)|�!0 / ��1 γ =mix of small qq and mesonic size configurations
_
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FIG. 1: The cross section distribution P (σ, s) at different energies: the solid curve corresponds to
√

s = 9 TeV (LHC); the dashed curve corresponds to
√

s = 1.8 TeV (Tevatron); the dot-dashed

curve corresponds to
√

s = 200 GeV (RHIC).

IV. RESULTS AND DISCUSSION

Using Eqs. (15) and (18), we calculate the total, elastic and diffractive dissociation cross

sections for proton-208Pb scattering as a function of
√

s. The result is given in Fig. 2.

In our numerical analysis, we used the following parameterization of the nucleon distri-

bution ρA(r⃗)

ρA(r⃗) =
ρ0

1 + exp ((r − c)/a)
, (22)

where c = RA − (π a)2/(3 RA) with RA = 1.145 A1/3 fm and a = 0.545 fm; the constant ρ0

is chosen to provide the normalization of ρA(r⃗) to unity.

One sees from Fig. 2 that cross section fluctuations decrease the total and elastic cross
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PN(σ)

Extrapolation of Guzey  & MS  before the LHC data

!� ⇠ 0.1

consistent with LHC data which are still not too accurate



the value of !� and that fluctuations result in the substantially larger tail of the distribution at

large N .

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

 0  10  20  30  40  50

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

 0.18

 0.2

 0  5  10  15  20  25  30

P
N

 -
 i

n
te

g
ra

te
d
 o

v
er

 b

Ncoll

Glauber, σtot=93.0 mb

Glauber + CF, ω
σ
=0.2

Glauber + CF, ω
σ
=0.1

FIG. 1: The probabilities PN of having N = Ncoll wounded nucleons, averaged over the global impact

parameter b, as a function of Ncoll for the Glauber model (!� = 0) and in the color fluctuation model with

!� = 0.1 (our base value used in the current analysis) and !� = 0.2. The inset is in log scale.

So far we performed calculations based on the parametrizations suggested in [8]. It assumes the

Gaussian shape of the large-� tail of P (�). However the study [8] was testing fluctuations near its

average value, �tot. In principle the tail of the parton distribution in the impact parameter space

is expected to behave as exp(��⇢) so one may expect presence of a tail in P (�) / exp(�c�). To

explore sensitivity to the presence of such a tail, we introduced another model of

P (�) = a� exp(�c |� � �0|) , (7)

with parameters fixed to reproduce the same total cross section and dispersion as in the basic

model. We find that the distribution over Ncoll practically does not change – see Fig. 2.

This confirms our conclusion [2] based on the comparison of the model based on Eq. (2) and

the two-component model. Still changing the behavior at small � one can generate a very di↵erent

shape for the same variance, see [11]. Hence it would be interesting to explore this issue further

as the sensitivity to the tail for the central collisions should grow since at the LHC in central pA

collisions, one typically selects Ncoll ⇠ 14.

As we already mentioned in the Introduction, the existing data on soft hadron production can be

fitted in the models with and without color fluctuations [1]. Hence to probe e↵ects of fluctuations
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Fluctuations lead to broadening of the distribution over - ν- number of active 
nucleons as compared to Glauber model -  reported  by ATLAS and ALICE.    
Large ν  select configurations with larger σ. 

Probability of interaction with ν nucleons 
integrated over impact parameter  b. 

MC calculation of Alvioli and MS Phys.Lett. 13¨ Accurate account of profile functions of 
NN interactions and short-range nucleon correlations in nuclei

352 M. Alvioli, M. Strikman / Physics Letters B 722 (2013) 347–354

Fig. 4. Effect of fluctuations on the event-by-event fluctuating values of σtot , for RHIC and LHC energies.

Fig. 5. Fraction of inelastic cross section plotted as a distribution over impact parameter as defined in Eq. (23). Horizontal lines at 0.2, 0.4 and 0.6 correspond to the
experimental definition of 20%, 40% and 60% centrality, respectively.

of the impact parameter in the collisions. A model independent
treatment of this problem would require a study of p A collisions
for different nuclei. Still the central multiplicity appears to be a
good observable even in the presence of the color fluctuations. In-
deed in the soft interaction dynamics the hadron multiplicity for
central rapidities, yc.m. ∼ 0, does not depend on σ hN

tot , as it is de-
termined by the density of partons in a single Pomeron ladder.
Hence the hadron multiplicity for yc.m. ∼ 0 should be about the
same for different fluctuations. Also the first studies of the p A
collisions at the LHC indicate that to a good approximation the
hadron multiplicity for pt ! 1 GeV is proportional to the number
of wounded nucleons calculated in the Glauber model [17]. Hence
we expect that selecting events with the yc.m. ∼ 0 hadron mul-
tiplicities: M/⟨M⟩ ! 2.5 should select configurations in the pro-
jectile significantly larger than average ones (cf. Fig. 4 right) with
significantly different parton distributions.

Correspondingly, a trigger for configurations of smaller than av-
erage size would lead to a more narrow distribution in N . One
such possibility is to select as a trigger a hard process in which
a parton of the proton with xp > 0.6 is involved. One may ex-
pect that in this case one selects quark–gluon configurations with-
out qq̄ pairs and significantly screened gluon field, leading to σin
significantly smaller than average and hence a strong suppres-
sion of large N tail [18]. Such measurements appear to be feasi-
ble using the data collected in the 2013 p A run at the LHC in
which a significant number of events with large xp should have
been collected. Since this kinematics (for the current LHC detec-
tors) corresponds to very large pT ’s of the jets, one expects that
for the inclusive cross section impulse approximation would work
very well. Hence it would be possible to avoid issues of the fi-
nal/initial state interactions and nuclear shadowing in interpreting
these data.

A convenient quantity to study these effects experimentally
would be a measurement of the distribution over xp for different

classes of hard collisions at fixed xA normalized to the distribu-
tion in the inclusive p A scattering. A large effect is expected for
the central collisions where the hard cross section should be sup-
pressed for large xp ! 0.2–0.3 and enhanced for x " 0.05.

Note that such a measurement among other things would allow
to test in an unambiguous way the explanation of the EMC effect
at large x as due to the dominance of the smaller than average
size configurations in nucleon at x ! 0.6; for a recent review see
Ref. [19].

We also investigated the impact of fluctuations of the definition
of centrality classes. We followed the experimental definition, in
which the centrality is proportional to the fraction of total inelastic
cross section provided by a given type of events. We can extract
from the MC results of Fig. 1 the probability Q N of having at least
N inelastic interactions, irrespective of the impact parameter b (cf.
Eq. (7)):

Q N =
∑A

M=N

∫
db P M(b)

∑A
M=1

∫
db P M(b)

, (23)

in such a way that Q N=1 = 1 by definition. This allows to es-
timate the fraction of σ h A

in arising from a given interval in the
number of wounded nucleons. Then, one can choose a central-
ity class and select the interval in number of wounded nucleons
which contributes to that class. In Fig. 5, we have chosen the
classes of the 20% most central events by requiring it to provide
20% of the total inelastic cross section and, similarly, we have sin-
gled out the 20%–40% and 40%–60% centrality classes, and the
40% most peripheral events as the last class. We use the num-
ber of the wounded nucleons corresponding to (closer to) these
cuts as limits in N entering in Eq. (24), for the calculation of the
curves in Fig. 6. In Fig. 6 we show, for the selected classes, the
distribution of events as a function of impact parameter by plot-
ting
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positronium can be captured in a larger (smaller) con-63

figuration by selecting events in which with more (fewer)64

excited atoms in the target were excited.65

In QCD, fluctuations in the interaction strength of a66

hadron h and with a nucleon originate from fluctuations67

in both the transverse size and in the number of con-68

stituents of the hadron. Generically, we will We refer to69

both generically contributions as color fluctuations (CF).70

CF e↵ects can be accounted for by introducing a proba-71

bility distribution, P
h

(�), that describes the probability72

for the projectile h to be found in a configuration with73

inelastic cross-section � for interacting with of scatter-74

ing o↵ a nucleon., and which obeys the The sum rules75 R
P

h

(�)d� = 1 and
R
P

h

(�)�d� = h�i follow from prob-76

ability conservation and from the definition of where h�i77

is the configuration-averaged cross section. The vari-78

ance �

!

of the distribution is given by the optical theo-79

rem [8, 9]80

!

�

= (
⌦
�

2
↵
/ h�i2 � 1) =

d�(h+p!X+p)
dt

d�(h+p!h+p)
dt

�����
t=0

, (2)

where a sum over di↵ractively produced states X, in-81

cluding the triple Pomeron contribution [20], is implied.82

Eq. 2 follows directly from the optical theorem and the83

definition of P
h

(�), and was first derived in [8] using the84

approach of [9].[DVP: I simplified this and put it before85

the equation.] Analyses of fixed Fixed target data [11]86

indicate that !

�

for the proton first grows with energy,87

reaching !

�

⇠ 0.3 for
p
s ⇠ 100 GeV. At higher energies88

the variance decreases and reaches , then decreases at89

higher energies to !

�

⇠ 0.1 at the LHC energies [20].90

Several considerations constrain the shape of91

P

h

(�) [11]. For values � ⇠ h�i, P

h

(�) is expected92

to be Gaussian due to small fluctuations in the number93

of, or transverse area occupied by, partons, a claim94

supported by measurements of coherent di↵raction in95

proton–deuteron collisions [10, 11, 11]. For � ⌧ h�i,96

configurations with a small number constituents, n

q

,97

should dominate, leading to P
h

(�) / �

n

q

�2. For protons,98

the The resulting form of P
h

(�) was chosen to represents99

a smooth interpolation smoothly interpolate between100

both regimes with parameters chosen to reproduce while101

reproducing measurements of the first three moments of102

the distribution, and is given by as given by the data.103

For the proton case104

P

N

(�
tot

) =
⇢

�0

✓
�

tot

�

tot

+ �0

◆
exp

⇢
� (�

tot

/�0 � 1)2

⌦2

�
.

(3)
An analysis [11] of the measurements of coherent105

di↵raction in proton–deuteron collisions with E

p

=106

400 GeV [10] show that P
N

(�
tot

) is approximately sym-107

metric around � = �

tot

[11], in agreement with the Gaus-108

sian expectation. [DVP: simplified and moved above] In109

practice, the results presented here depend mainly on !

�

110

and only weakly on the exact form of P
h

(�) as long as111

the variance is fixed [12].112

To determine the cross-section �

⌫

for the proton to113

interact with ⌫ nucleons, the standard Gribov formal-114

ism [13] at high energies can be generalized to include115

CF e↵ects [14]. Previously, the formulae for the num-116

ber of collisions, ⌫, su↵ered by the projectile hadron in117

hadron-nucleus collisions at high energies were derived118

within the Gribov formalism neglecting CF e↵ects [13]. It119

is straightforward to generalize these results for hadron–120

nucleus interactions to include CF e↵ects in a manner121

similar to the QED example above [14]. [DVP: simplify-122

ing this, and also merging paragraphs] When the impact123

parameters in nucleon-nucleon (NN) interactions are124

small compared to the typical distance between neigh-125

boring nucleons, the formulae are126

�

hA

in

=
AX

⌫=1

�

⌫

, (4)

�

⌫

=

Z
d�P

h

(�) · A!

(A� ⌫)! ⌫!
· (5)

Z
db (�T (b)/A)⌫ [1� �T (b)/A]A�⌫

,

where T (b) =
R1
�1 dz⇢(z, b) and ⇢ is the nuclear den-127

sity distribution normalized such that
R
dr ⇢ = A. In128

the limit of no CF e↵ects (, P

h

(�) = �(� � �

in

), and129

Eq. 4 reduces to the Glauber model. The distribution130

over ⌫ can be calculated with a Monte Carlo Glauber131

procedure, which by its nature includes NN correlations132

and finite size e↵ects [12]. A probabilistic interpretation133

of this picture may be implemented in a Monte Carlo134

Glauber procedure which includes NN correlations and135

finite size e↵ects in the proton–nucleon interactions. [12].136

Note that Although the Glauber approximation ignores137

energy-momentum conservation in the inelastic interac-138

tion of the proton with multiple nucleons. Accounting139

for energy-momentum conservation within the CF ap-140

proach , this does not modify the calculation of the re-141

sulting total and inelastic cross sections or of the hadron142

multiplicity at rapidities close to the nuclear fragmenta-143

tion region [20]. However, including energy-momentum144

conservation may be important for evaluating hadron145

multiplicities at forward and central rapidities.[DVP: I146

think forward/central yields aren’t relevant] Finally, we147

note that Eq. 4 properly This approach also accounts148

both for inelastic shadowing [7] and for the possibility149

of intermediate di↵ractive states between successive col-150

lisions [11, 20].151

[DVP: streamlined and merged these two paragraphs]152

Generally the tail of P
N

(�) for � > h�i leads to a broad-153

ening of the ⌫ distribution in pA and AA collisions [14].154

Recently, ATLAS has studied the role of CF e↵ects in155

2

positronium can be captured in a larger (smaller) con-63

figuration by selecting events in which with more (fewer)64

excited atoms in the target were excited.65

In QCD, fluctuations in the interaction strength of a66

hadron h and with a nucleon originate from fluctuations67

in both the transverse size and in the number of con-68

stituents of the hadron. Generically, we will We refer to69

both generically contributions as color fluctuations (CF).70

CF e↵ects can be accounted for by introducing a proba-71

bility distribution, P
h

(�), that describes the probability72

for the projectile h to be found in a configuration with73

inelastic cross-section � for interacting with of scatter-74

ing o↵ a nucleon., and which obeys the The sum rules75 R
P

h

(�)d� = 1 and
R
P

h

(�)�d� = h�i follow from prob-76
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!
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⌦
�

2
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where a sum over di↵ractively produced states X, in-81
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�
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�
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�
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h
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proton–deuteron collisions [10, 11, 11]. For � ⌧ h�i,96
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(�) / �

n
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⇢
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⇢
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�
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(3)
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p

=106
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(�
tot
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tot
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�

110
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⌫
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where T (b) =
R1
�1 dz⇢(z, b) and ⇢ is the nuclear den-127

sity distribution normalized such that
R
dr ⇢ = A. In128

the limit of no CF e↵ects (, P

h

(�) = �(� � �

in

), and129

Eq. 4 reduces to the Glauber model. The distribution130

over ⌫ can be calculated with a Monte Carlo Glauber131

procedure, which by its nature includes NN correlations132

and finite size e↵ects [12]. A probabilistic interpretation133

of this picture may be implemented in a Monte Carlo134

Glauber procedure which includes NN correlations and135

finite size e↵ects in the proton–nucleon interactions. [12].136

Note that Although the Glauber approximation ignores137

energy-momentum conservation in the inelastic interac-138

tion of the proton with multiple nucleons. Accounting139

for energy-momentum conservation within the CF ap-140

proach , this does not modify the calculation of the re-141

sulting total and inelastic cross sections or of the hadron142

multiplicity at rapidities close to the nuclear fragmenta-143

tion region [20]. However, including energy-momentum144

conservation may be important for evaluating hadron145

multiplicities at forward and central rapidities.[DVP: I146

think forward/central yields aren’t relevant] Finally, we147

note that Eq. 4 properly This approach also accounts148

both for inelastic shadowing [7] and for the possibility149

of intermediate di↵ractive states between successive col-150

lisions [11, 20].151

[DVP: streamlined and merged these two paragraphs]152

Generally the tail of P
N

(�) for � > h�i leads to a broad-153

ening of the ⌫ distribution in pA and AA collisions [14].154

Recently, ATLAS has studied the role of CF e↵ects in155

simplified expression(optical limit) 
for cross section of inelastic 

interaction with exactly ν nucleons

ATLAS’s best description:  ωσ=0.1

ν
ν
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Special situation for small  σ: 
�(”small dipole” � A)

A�(”small dipole” � N)
=

GA(x,Q2

AGN (x,Q2)
< 1

Prediction of the  LT theory 
of nuclear shadowing based 
on factorization theorem for 
diffraction and AGK 

Strong reduction of nuclear shadowing at 
fixed x due to the DGLAP flow of partons 
from larger x

Author's personal copy

L. Frankfurt et al. / Physics Reports 512 (2012) 255–393 305

Fig. 34. Prediction for nuclear PDFs and structure functions for 208Pb. The ratios Rj (ū and c quarks and gluons) and RF2 as functions of Bjorken x at Q 2 = 4,
10, 100 and 10, 000 GeV2. The four upper panels correspond to FGS10_H; the four lower panels correspond to FGS10_L.

The numerical value of the exponent � = 0.25 in Eq. (126) can be understood as follows. The x dependence of nuclear
shadowing at small x is primarily driven by the xP dependence of the Pomeron flux fP/p(xP) / 1/x(2↵P�1)

P / 1/x1.22P . There-
fore, in the very small x limit, one expects from Eq. (64) that, approximately,

�F2A(x,Q 2)/A /
✓
1
x

◆0.22

,

�xgA(x,Q 2)/A /
✓
1
x

◆0.22

, (127)

which is consistent with our numerical result in Eq. (126).
When we present our predictions for nuclear shadowing in the form of the ratios of the nuclear to nucleon PDFs, it is

somewhat difficult to see the leading twist nature of the predicted nuclear shadowing because of the rapid Q 2 dependence
of the free nucleon structure functions and PDFs. In order to see the leading twist nuclear shadowing more explicitly, one
should examine the absolute values of the shadowing corrections.

Fig. 38 presents |�F2A(x,Q 2)/A| and |�xgA(x,Q 2)/A| as functions of Q 2 at fixed x = 10�4 (first and third rows) and
x = 10�3 (second and fourth rows) for 40Ca (four upper panels) and 208Pb (four lower panels). The solid curves correspond
to FGS10_H; the dotted curves correspond to FGS10_L. Also, for comparison, presented by the dot-dashed curves, we give

Author's personal copy

L. Frankfurt et al. / Physics Reports 512 (2012) 255–393 305

Fig. 34. Prediction for nuclear PDFs and structure functions for 208Pb. The ratios Rj (ū and c quarks and gluons) and RF2 as functions of Bjorken x at Q 2 = 4,
10, 100 and 10, 000 GeV2. The four upper panels correspond to FGS10_H; the four lower panels correspond to FGS10_L.

The numerical value of the exponent � = 0.25 in Eq. (126) can be understood as follows. The x dependence of nuclear
shadowing at small x is primarily driven by the xP dependence of the Pomeron flux fP/p(xP) / 1/x(2↵P�1)

P / 1/x1.22P . There-
fore, in the very small x limit, one expects from Eq. (64) that, approximately,

�F2A(x,Q 2)/A /
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1
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◆0.22

,

�xgA(x,Q 2)/A /
✓
1
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◆0.22

, (127)

which is consistent with our numerical result in Eq. (126).
When we present our predictions for nuclear shadowing in the form of the ratios of the nuclear to nucleon PDFs, it is

somewhat difficult to see the leading twist nature of the predicted nuclear shadowing because of the rapid Q 2 dependence
of the free nucleon structure functions and PDFs. In order to see the leading twist nuclear shadowing more explicitly, one
should examine the absolute values of the shadowing corrections.

Fig. 38 presents |�F2A(x,Q 2)/A| and |�xgA(x,Q 2)/A| as functions of Q 2 at fixed x = 10�4 (first and third rows) and
x = 10�3 (second and fourth rows) for 40Ca (four upper panels) and 208Pb (four lower panels). The solid curves correspond
to FGS10_H; the dotted curves correspond to FGS10_L. Also, for comparison, presented by the dot-dashed curves, we give
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10, 100 and 10, 000 GeV2. The four upper panels correspond to FGS10_H; the four lower panels correspond to FGS10_L.

The numerical value of the exponent � = 0.25 in Eq. (126) can be understood as follows. The x dependence of nuclear
shadowing at small x is primarily driven by the xP dependence of the Pomeron flux fP/p(xP) / 1/x(2↵P�1)

P / 1/x1.22P . There-
fore, in the very small x limit, one expects from Eq. (64) that, approximately,
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which is consistent with our numerical result in Eq. (126).
When we present our predictions for nuclear shadowing in the form of the ratios of the nuclear to nucleon PDFs, it is

somewhat difficult to see the leading twist nature of the predicted nuclear shadowing because of the rapid Q 2 dependence
of the free nucleon structure functions and PDFs. In order to see the leading twist nuclear shadowing more explicitly, one
should examine the absolute values of the shadowing corrections.

Fig. 38 presents |�F2A(x,Q 2)/A| and |�xgA(x,Q 2)/A| as functions of Q 2 at fixed x = 10�4 (first and third rows) and
x = 10�3 (second and fourth rows) for 40Ca (four upper panels) and 208Pb (four lower panels). The solid curves correspond
to FGS10_H; the dotted curves correspond to FGS10_L. Also, for comparison, presented by the dot-dashed curves, we give
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Fig. 34. Prediction for nuclear PDFs and structure functions for 208Pb. The ratios Rj (ū and c quarks and gluons) and RF2 as functions of Bjorken x at Q 2 = 4,
10, 100 and 10, 000 GeV2. The four upper panels correspond to FGS10_H; the four lower panels correspond to FGS10_L.

The numerical value of the exponent � = 0.25 in Eq. (126) can be understood as follows. The x dependence of nuclear
shadowing at small x is primarily driven by the xP dependence of the Pomeron flux fP/p(xP) / 1/x(2↵P�1)

P / 1/x1.22P . There-
fore, in the very small x limit, one expects from Eq. (64) that, approximately,
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,
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which is consistent with our numerical result in Eq. (126).
When we present our predictions for nuclear shadowing in the form of the ratios of the nuclear to nucleon PDFs, it is

somewhat difficult to see the leading twist nature of the predicted nuclear shadowing because of the rapid Q 2 dependence
of the free nucleon structure functions and PDFs. In order to see the leading twist nuclear shadowing more explicitly, one
should examine the absolute values of the shadowing corrections.

Fig. 38 presents |�F2A(x,Q 2)/A| and |�xgA(x,Q 2)/A| as functions of Q 2 at fixed x = 10�4 (first and third rows) and
x = 10�3 (second and fourth rows) for 40Ca (four upper panels) and 208Pb (four lower panels). The solid curves correspond
to FGS10_H; the dotted curves correspond to FGS10_L. Also, for comparison, presented by the dot-dashed curves, we give
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10, 100 and 10, 000 GeV2. The four upper panels correspond to FGS10_H; the four lower panels correspond to FGS10_L.

The numerical value of the exponent � = 0.25 in Eq. (126) can be understood as follows. The x dependence of nuclear
shadowing at small x is primarily driven by the xP dependence of the Pomeron flux fP/p(xP) / 1/x(2↵P�1)

P / 1/x1.22P . There-
fore, in the very small x limit, one expects from Eq. (64) that, approximately,
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which is consistent with our numerical result in Eq. (126).
When we present our predictions for nuclear shadowing in the form of the ratios of the nuclear to nucleon PDFs, it is

somewhat difficult to see the leading twist nature of the predicted nuclear shadowing because of the rapid Q 2 dependence
of the free nucleon structure functions and PDFs. In order to see the leading twist nuclear shadowing more explicitly, one
should examine the absolute values of the shadowing corrections.

Fig. 38 presents |�F2A(x,Q 2)/A| and |�xgA(x,Q 2)/A| as functions of Q 2 at fixed x = 10�4 (first and third rows) and
x = 10�3 (second and fourth rows) for 40Ca (four upper panels) and 208Pb (four lower panels). The solid curves correspond
to FGS10_H; the dotted curves correspond to FGS10_L. Also, for comparison, presented by the dot-dashed curves, we give
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Fig. 34. Prediction for nuclear PDFs and structure functions for 208Pb. The ratios Rj (ū and c quarks and gluons) and RF2 as functions of Bjorken x at Q 2 = 4,
10, 100 and 10, 000 GeV2. The four upper panels correspond to FGS10_H; the four lower panels correspond to FGS10_L.

The numerical value of the exponent � = 0.25 in Eq. (126) can be understood as follows. The x dependence of nuclear
shadowing at small x is primarily driven by the xP dependence of the Pomeron flux fP/p(xP) / 1/x(2↵P�1)

P / 1/x1.22P . There-
fore, in the very small x limit, one expects from Eq. (64) that, approximately,
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which is consistent with our numerical result in Eq. (126).
When we present our predictions for nuclear shadowing in the form of the ratios of the nuclear to nucleon PDFs, it is

somewhat difficult to see the leading twist nature of the predicted nuclear shadowing because of the rapid Q 2 dependence
of the free nucleon structure functions and PDFs. In order to see the leading twist nuclear shadowing more explicitly, one
should examine the absolute values of the shadowing corrections.

Fig. 38 presents |�F2A(x,Q 2)/A| and |�xgA(x,Q 2)/A| as functions of Q 2 at fixed x = 10�4 (first and third rows) and
x = 10�3 (second and fourth rows) for 40Ca (four upper panels) and 208Pb (four lower panels). The solid curves correspond
to FGS10_H; the dotted curves correspond to FGS10_L. Also, for comparison, presented by the dot-dashed curves, we give
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partons from larger x
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Figure 4. The same as in figure 3, but with the LO pQCD predictions evaluated at µ2 = 3 GeV2.

Figures 3 and 4 present the suppression factor S(Wγp) for Lead as a function of x =

M2
J/ψ/W

2
γp. The two ALICE data points (see the discussion above) are compared with the

LO pQCD predictions given by eq. (2.11) at µ2 = 2.4 GeV2 (figure 3) and at µ2 = 3 GeV2

(figure 4). In the two upper panels and in the lower left one, the factors of R(x, µ2) and

κA/N are calculated in the framework of the leading twist approximation (LTA) consisting

in the combination of the leading twist theory of nuclear shadowing [30] with the given

(MNRT07, CTEQ6L1, CTEQ6L, MRST04 and NNPDF) gluon distributions of the free

nucleon. In each case, we show the band of predictions which corresponds to the intrinsic

uncertainty of the leading twist theory of nuclear shadowing1. Note also that since the

predictions with the CTEQ6L1 and CTEQ6L and with the MRST04 and NNPDF gluon

distributions are rather close, we show only the representative examples of CTEQ6L1 and

NNPDF.

In the lower right panels, S(Wγp) is calculated using the leading order EPS09 param-

eterization of nuclear PDFs [31] extracted from the global QCD fit to available data; at

the leading order, EPS09 should be coupled with the CTEQ6L1 gluon distribution of the

free proton. Note that we use EPS09 as a typical representative example—predictions for

1The bands shown in figures 3 and 4 represent the theoretical uncertainty of the leading twist theory

of nuclear shadowing [30] associated with the ambiguity in the magnitude of the contribution describing

the interaction of the virtual photon with three and more nucleons of the nucleus. The upper and lower

boundaries of the bands correspond to the lower and higher limits on shadowing.
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Test: Strong suppression of coherent J/ψ production observed by ALICE 
confirms our prediction of  significant gluon shadowing on the Q2 ~ 3 GeV2 

S

Pb

=


�(�A ! J/ +A)

�

imp.approx.

(�A ! J/ +A)

�1/2
=

g

A

(x,Q2)

g

N

(x,Q2)

Points - experimental values of S extracted by Guzey et al (arXiv:1305.1724) from the 
ALICE  data;   Curves - analysis with determination of  Q -scale by Guzey and Zhalov 
arXiv:1307.6689; JHEP 1402 (2014) 046.

11

http://arXiv.org/abs/arXiv:1305.1724
http://arXiv.org/abs/arXiv:1307.6689
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New/old  question: is there a correlation between configuration of hard partons in the hadron  
and strength of interaction of the hadron?

Operational success of quark counting rules → minimal Fock space configurations 
dominate at large x. Quarks in these configurations have to be close enough - otherwise 
generation of  Weizsäcker -Williams  gluons

IDEA 
Use the hard trigger (dijet) to determine x of the parton in the proton (xp)  
and low pt hadron activity  to measure overall strength of interaction σeff  of 
configuration in the proton with given x    FS83

Expectation: large x (x≳ 0.5) correspond  to much smaller 
σ → drop of # of wounded nucleons & overall hadron 
multiplicity for central  collisions
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To calculate the expected CF effects accurately it is necessary to take into 
account grossly different geometry of minimum bias and hard NN collisions

Data - ATLAS & CMS on correlation of jet production and activity in forward rapidities 

Key relevant observations: 

pQCD works fine for inclusive production of jets

The jet rates for different centrality classes do not 
match geometric expectations. Discrepancy scales 
with x of the parton of the proton and maximal for 
large xp
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Figure 5: RCP for R = 0.4 jets in
p

sNN = 5.02 TeV p+Pb collisions. Each panel shows the RCP in
jets in multiple rapidity bins at a fixed centrality interval. The top row show the RCP for 0-10%/60-90%
and the bottom row show the RCP for 30-40%/60-90%. In the left column, the RCP is plotted against jet
pT. In the right column, the RCP is plotted against the quantity pT cosh(y⇤) where y⇤ is the midpoint of
the rapidity bin. Error bars on data points represent statistical uncertainties, boxes represent systematic
uncertainties, and the shaded box on the RCP = 1 dotted line indicates the systematic uncertainty on Rcoll
for that centrality interval.

10

C
P

R

0.2

0.4

0.6

0.8

1

1.2 0-10%/60-90% C
P

R

0.2

0.4

0.6

0.8

1

1.2 0-10%/60-90%

, R=0.4tkanti-
ATLAS Preliminary

-1 = 31 nbintL+Pb, 5.02 TeV, p

C
P

R

0.2

0.4

0.6

0.8

1

1.2 30-40%/60-90%

 [GeV]
T
p

20 100 500

* < -0.3y-0.8 < 

* < -0.8y-1.2 < 

* < -1.2y-2.1 < 

C
P

R

0.2

0.4

0.6

0.8

1

1.2 30-40%/60-90%

*) [GeV]y cosh(×
T
p

100 1000

* < -2.1y-2.8 < 
* < -2.8y-3.6 < 
* < -3.6y-4.4 < 

Figure 5: RCP for R = 0.4 jets in
p

sNN = 5.02 TeV p+Pb collisions. Each panel shows the RCP in
jets in multiple rapidity bins at a fixed centrality interval. The top row show the RCP for 0-10%/60-90%
and the bottom row show the RCP for 30-40%/60-90%. In the left column, the RCP is plotted against jet
pT. In the right column, the RCP is plotted against the quantity pT cosh(y⇤) where y⇤ is the midpoint of
the rapidity bin. Error bars on data points represent statistical uncertainties, boxes represent systematic
uncertainties, and the shaded box on the RCP = 1 dotted line indicates the systematic uncertainty on Rcoll
for that centrality interval.
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DISTRIBUTION OVER THE NUMBER OF COLLISIONS 
FOR PROCESSES WITH A HARD TRIGGER

If the radius of strong interaction is small and hard interactions have the same distribution over 
impact parameters as soft interactions multiplicity of hard events: 
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FIG. 2: Comparison of the distributions over N = Ncoll in the color fluctuation models with !� = 0.1 and

di↵erent shapes of distribution over � – Eqs. (2) and 7.

it appears promising to look for their e↵ects in the processes with a hard trigger which correspond

to somewhat di↵erent geometry than the minimal bias inelastic collisions.

III. DISTRIBUTION OVER THE NUMBER OF COLLISIONS FOR PROCESSES WITH

A HARD TRIGGER

One of the typical setups for pA collisions is the study of soft characteristics of the events which

are related to the number of wounded nucleons for events with a hard subprocess (dijet, Z-boson,

. . .). In the case of inclusive production, the cross section is given by the QCD factorization theorem.

Putting an additional requirement on the final state break down the closure approximation and

hence requires special treatment. The main aim here is to get a deeper insight into dynamics of

pA interactions and in particular to probe the flickering phenomenon which we discussed in the

Introduction.

On average, in the geometric model for hard processes in the kinematics, where nuclear

shadowing can be neglected (i.e., for x � 0.01 and even smaller x for large virtualities), the

multiplicity of the events with a hard trigger (HT), which we will denote as MultpA(HT ), is

MultpA(HT ) = �pA(HT + X)/�pA(in). Using Eq. (6) one finds that a simple relation for the

multiplicities of HT events in NN and minimal bias pA collisions holds:

MultpA(HT ) = hNcolliMultpN (HT ) . (8)

8

Consider multiplicity of hard events
as a function of ν -- number of collisions

Accuracy? Significant corrections due to smaller transverse scale of hard 
collisions than soft collisions

RHT (⌫) =
MultpA(HT )

MultNN (HT )⌫
= 1
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lead to hard collisions. As a result, RHT becomes smaller than unity, while in the model without

fluctuations, RHT stays very close to unity up to very large Ncoll. We checked that results of the

calculation are not sensitive to the presence of the correlations between nucleons.

As a result, the color fluctuation model predicts a higher rate of events with a hard trigger

starting at somewhat larger Ncoll than in minimum bias events (cf. Figs. 1 and 5). Hence our
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FIG. 4: Ratio RHT (Eq. (9)) of the rates of hard collisions in the Glauber model and color fluctuation

model and in the optical model as a function of N = Ncoll.

analysis demonstrates that color fluctuations lead to two e↵ects for large Ncoll for the bulk hard

observables: (i) larger probability of the collisions with Ncoll � 12 and (ii) reduced probability of

the hard subprocesses for the same Ncoll range. Further modeling is necessary to determine the

optimal strategy to see these e↵ects in the bulk data sample. Using the information about xp of

parton in the proton undergoing the hard interaction maybe an easier way forward.

IV. HOW TO OBSERVE THE EFFECTS OF FLICKERING IN pA COLLISIONS

In this section we propose strategies for using processes involving both soft and hard interactions

to obtain the definitive evidence for the presence of the flickering phenomenon determining the

correlation between xp of the parton in the proton involved in the hard collision and the overall

interaction strength of the configuration containing this parton. The challenge for all such studies

is that selection of certain classes of events (using a particular trigger) a priori post-selects di↵erent

configurations in both colliding systems and these two e↵ects have to be disentangled.

A natural question to ask is whether the parton distributions in configurations interacting

12

Deviation of  RHT(ν) from 1 drop due to more localized 
hard interactions

increase due to more 
central interactions of 
configurations with 
σ< σtot

drop due increased role of 
configurations with σ> σtot 

the cylinder in which  interaction 

occur  is larger but local density 

does not go up as fast in Glauber

ν
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In order to compare with the data we need to use a model for the distribution in ETPb as a function 
of ν. We use the analysis of ATLAS . Note that ETPb was measured at large negative rapidities (-3 ÷ -5) 
which minimizes the effects of energy conservation (production of jets with large (positive) xp )

ATLAS-CONF-2015-019 analysis of pp data confirms this expectation 

p A

high-xp !

parton

depleted 
ΣET

x in “projectile
” !

proton x in “target” !

proton

is this just a feature 
of pp collisions?

ΣET in target 
proton 

direction 

Measure ΣET at large pseudorapidity vs. 
x in the projectile proton (moving away) 
x in the target proton (moving towards)

outgoing !
jets

35

p A

high-xp !

parton

depleted 
ΣET

x in “projectile
” !

proton x in “target” !

proton

is this just a feature 
of pp collisions?

ΣET in target 
proton 

direction 

Measure ΣET at large pseudorapidity vs. 
x in the projectile proton (moving away) 
x in the target proton (moving towards)

outgoing !
jets

35

Dependence on xproj and xtarg

18

With increasing xproj, only a small (10%) drop in ΣET ratio.
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Probability distributions in ν proton-nucleus collisions in all pA collisions and in those 

selected by different ΣET, or centrality, ranges. Note that ΣET,  reasonably tracks ν’s

Alvioli, Cole,  LF, Perepelitsa,MS, 
arXiv:1409.7381

3
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FIG. 1: Probability distributions of ⌫ proton-nucleon colli-
sions in all pA collisions and in those selected by di↵erent
⌃ET , or centrality, ranges. , showing those selected by and
the contributions to the distribution from this probability of
di↵erent ⌃ET bins, shown in linear and log scales. The inset
shows the distributions on a log scale.

interpreting [18] the correlation between hadron pro-156

duction in pA collisions at the LHC at central rapidities157

and at rapidities �4.9 < ⌘ < �3.2 in the nucleus-going158

direction in pA collisions [18] in order to determine the159

dependence of the central multiplicity on the number of160

wounded nucleons ⌫. This choice of the kinematic re-161

gion appears well-motivated, as energy conservation ef-162

fects on hadron production are weak close to the nuclear163

fragmentation region due to approximate Feynman scal-164

ing and the sensitivity to the activity at central rapidities165

is expected to be small due to the large rapidity inter-166

val between the two regions. Distributions over the to-167

tal hadron transverse energy ⌃E
T

in this rapidity inter-168

val, where energy conservation e↵ects are expected to be169

small ⌃E
T

, were constructed as a function of the num-170

ber of participants, N
part

= ⌫ + 1, were constructed in171

[18]. They concluded that neglecting CF e↵ects (using172

the Glauber model) in calculating N

part

resulted in too173

narrow a distribution over ⌃E
T

. Using the The CF ap-174

proach, which generally leads to a broadening of the ⌫175

distribution from the tail of P
N

(�) at large � [14], us-176

ing with the value !

�

= 0.1 estimated for the LHC en-177

ergies gives a reasonable description of the data, while178

!

�

⇠ 0.2 produces an overly broad distribution. The re-179

sulting E

T

(⌫) ATLAS parameterization was used to cal-180

culate the relative contributions of from collisions with181

di↵erent N

part

or ⌫ values to the pA centrality classes182

(bins in ⌃E
T

) used by ATLAS. Fig. 1 demonstrates that183

these centrality-selected bins select distributions over ⌫184

with have well separated mean values.185

A challenging question is whether the fluctuations can186

be are modified or amplified under the additional con-187

straint that when a parton carrying a fraction x of pro-188

jectile momentum is present in the parton configura-189

tions of the projectile and, in particular, whether large x190

partons originate from configurations with smaller than191

average �. In the positronium example above, Let us192

first consider positronium in the rest frame with let the193

e

�(e+) momentum in the rest frame be ±~k, and ap-194

ply a boost it to a fast frame. The light cone frac-195

tion carried by the electron is x

e

= 1/2 + k

e

3/2me

. If196

|x
e

� 1/2| � h|ke3| /2me

i the positronium is squeezed,197

leading to the cancellation of the photon field discussed198

above.[DVP: suggest to make new paragraph break here]199

An analogous e↵ect is present in models of hadrons200

where few quarks in the rest frame interact with each201

other through a potential which is Coulomb-like at short202

distances, cf. discussion in section 5.1 of [15]. In these203

models, the size of a given configuration decreases with204

increasing quark momentum. Under the boost, large x205

Thus quarks with large x in the fast frame arise from con-206

figurations with large relative momenta in the rest frame207

and, thus, a smaller size. The density of the gluon field in208

these configurations is necessarily reduced. In the case of209

mesons, it is completely canceled in configurations which210

determine quantities like f

⇡

, f

⇢

.[DVP: I know we talked211

about this before, but is this sentence about mesons nec-212

essary?] Additionally, in QCD the main contribution to213

the parton density in configurations with x � hxi is from214

configurations with the minimal number of partons, lead-215

ing to the quark counting rules [16]. Hence for such con-216

figurations, the nucleon’s qq̄ cloud is suppressed, which217

leads leading to a reduction of the soft cross-section even218

on the non-perturbative scale [19]. This picture is cor-219

roborated through a body of experimental evidence such220

as, for example, was ratified by measurements of the221

coherent dijet production cross-section in pion–nucleus222

collisions [2] as a function of atomic number and dijet223

momentum. [DVP: I think this last part is too detailed]224

Measurements Jet production measurements [4] of sin-225

gle jet production in inclusive pA collisions at the LHC226

confirmed the pQCD expectations for the total produc-227

tion rate of jet production in inclusive collisions. Ad-228

ditionally, the deviation of rates of the jet production229

rates for di↵erent centralities from were compared with230

the Glauber model expectation were quantified as231

�

hard

⌫

/�

⌫

=⌫ · �hard

/� (6)

R

hard =
�
�

hard

⌫

/�

⌫

�
/

�
⌫ · �hard

/�

�

[DVP: I think it’s more clear to define R

hard directly]232

obtained in the approximation neglecting finite size ef-233

fects for soft and hard interactions in the NN collisions.234

As explained above including energy-momentum conser-235

vation e↵ects would not modify this equation since ⌫236

is determined based on hadron production near the nu-237

clear fragmentation region. Large deviations from Eq. 7238

R

hard = 1 were observed for jets produced along the239

proton-going direction: namely, an enhancement for pe-240

ripheral (small ⌫) collisions and a suppression for central241

ν
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We focus on large xp where effect is largest and hence corrections for details of transverse geometry are small 
(though we do include them).
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FIG. 2: Relative probability of hard processes corresponding
to a small � selection and generic hard processes. Dashed
curve is the expectation of the Glauber model.

rapidity intervals in the range 0.3 < y < 2.8 to a linear
function in log (x/0.6) in the range 0.04 < x < 1, with
x ⌘ 2pT cosh y/

p
s and y > 0 denoting the proton-going

direction, and extracted the value at x = 0.6. Statistical
uncertainties estimated by evaluating the RMS deviation
of the data points from the linear function in the region
of the fit were combined with systematic uncertainties
on the data points to yield total uncertainties. We find
that h�(x)i / h�i ⇠ 0.6 gives a good description of the
data as shown in Fig. 3. It is worth emphasizing here
that a naive explanation of the data as due to energy-
momentum conservation does not work as one observes
both suppression and enhancement of Rhard.
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FIG. 3: R

hard for x = E

jet

/E

p

= 0.6 for centrality bins ex-
tracted from the ATLAS data [3] using ⌫’s of the CF model as
given in [17]. Errors are combined statistical and systematic
errors. The solid line is the Glauber model expectation.

To compare the model with data at moderate x it
would be desirable to measure both jets in the hard colli-
sion and determine the light-cone fraction of the parton,
x

p

of the proton involved in the collision. The model pro-
vides description of Rhard on centrality for fixed x

p

essen-

tially as a function of one parameter � = h�(x
p

)i / h�i,
Fig. 4.
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Overall, we find that h�(x = 0.6)i ⇠ 0.6�
tot

gives a
good description of the data giving a strong support to
the idea that large x configurations have a weaker inter-
action strength. We can estimate to what � these config-
urations correspond to at fixed target energies using the
probability conservation property of P (�):

Z
�(s1)

0
P (�, s1)d� =

Z
�(s2)

0
P (�, s2)d�, (6)

leading to the estimate �(x ⇠ 0.6)/�
tot

⇠ 1/4 forp
s = 30 GeV. This value is a factor of two smaller than

that obtained for the LHC. A natural interpretation is
that this reflects an important feature of pQCD that the
cross section of small size configurations grows faster with
collision energy than for the average configurations.
Our finding has a number of implications. It confirms

the presence of CF in pA interactions, and, hence, sug-
gests that CF should contribute to dynamics of the cen-
tral AA collisions[13]. It is in line with the quark count-
ing rule picture where large x partons belong to config-
urations with minimal number of constituents [15]. A
weaker interaction strength of the x � 0.5 configurations
is in line with analysis of ref. [18] where the Schrodinger
equation for the nucleus bound state was considered with
potential depending on the internal coordinates of the
nucleons. It follows from variational principle that sup-
pression of the probability for a bound nucleon to be in
a small size configuration as compared to that for a free
nucleon increases energy binding due overall attractive
nature of the NN interaction. The magnitude of the sup-
pression was found to be comparable to the strength of
the EMC e↵ect at x � 0.5, for the recent discussion and
comparison with the data see [16].
Further experimental studies would allow a better in-

sight into structure of nucleon. In particular, the study

Rhard for x = Ejet/Ep = 0.6 for centrality bins 
extracted from the ATLAS data  using ν’s of 
the CF model. Errors are combined 
statistical and systematic errors. The solid 
line is the Glauber model expectation.

-1+Pb data, 27.8 nbp2013 
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Sensitivity to ωσ  is small, so we use  ωσ =0.1 for comparison with the data
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Transition to dominance of larger than 
average size - x < 10-1?

V
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For σ > <σ> dependence on centrality is reversed  

 0

 1

 2

 3

 4

 5

 6

 0  5  10  15  20  25

P NH
ar

d (σ
) /

 P
NH

ar
d (σ

to
t)

Ncoll

(b)

Glauber, σ = 3σtot/2
Glauber, σ = 2σtot

Glauber+CF, <σ> = 3σtot/2
Glauber+CF, <σ> = 2σtot

ν

Ratio of the probabilities PN of having ν 
wounded nucleons for scattering of the 
proton in configurations with different 
values of  σ(x)  and PN for σ = σtot with CF 
(ωσ=0.1) and without CF (marked as 
Glauber)



20

Outlook
Observing effects of Large Hadronic Configurations  - dijets at small xp

Study of the suppression / enhancement effects as a  function of both xp and xA  : 

✱

✱
nuclear anti/shadowing for small xA 

modifications of nuclear conditional PDFs should be rather large, if one could use a hard probe

with a moderate virtuality of, e.g., 100 GeV2. For the case of dijets with pt � 100 GeV/c, the

e↵ect is rather small for a wide range of x and represents a small correction for the studies of the

e↵ects of selection of large xp in the currently studied processes with a dijet trigger.
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FIG. 9: Ratio of the nuclear gluon conditional distribution for given Ncoll and the inclusive gluon density

normalized to their values at x = 0.2 as a function of x for di↵erent values of Q2 and k. See text for details.

Note here that due to uncertainties in the procedure for determination of Ncoll, the optimal

procedure would be to consider the ratios of cross sections for small xA and xA ⇠ 0.2, where

nuclear e↵ects are negligibly small, for the same Ncoll and to preferably use the same range of xp.

The average Ncoll for the top 1% of collisions can be estimated using the results presented in

Fig. 1. We find for these collisions that hNcolli ⇠ 20(25) for !� = 0(0.1) and, hence, k ⇠ 1.5 (1.25),

which corresponds to quite a significant deviation from the x dependence of inclusive nuclear PDFs.

The quark channel analogue of Fig. 9, Fig. 10 shows our predictions for the superratio

(ūA(x,Q2, Ncoll)/ūA(x,Q2))/ūA(x = 0.2, Q2, Ncoll)/ūA(x = 0.2, Q2)) for the ūA quark.
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modifications of nuclear conditional PDFs should be rather large, if one could use a hard probe

with a moderate virtuality of, e.g., 100 GeV2. For the case of dijets with pt � 100 GeV/c, the

e↵ect is rather small for a wide range of x and represents a small correction for the studies of the

e↵ects of selection of large xp in the currently studied processes with a dijet trigger.
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normalized to their values at x = 0.2 as a function of x for di↵erent values of Q2 and k. See text for details.

Note here that due to uncertainties in the procedure for determination of Ncoll, the optimal

procedure would be to consider the ratios of cross sections for small xA and xA ⇠ 0.2, where

nuclear e↵ects are negligibly small, for the same Ncoll and to preferably use the same range of xp.

The average Ncoll for the top 1% of collisions can be estimated using the results presented in

Fig. 1. We find for these collisions that hNcolli ⇠ 20(25) for !� = 0(0.1) and, hence, k ⇠ 1.5 (1.25),

which corresponds to quite a significant deviation from the x dependence of inclusive nuclear PDFs.

The quark channel analogue of Fig. 9, Fig. 10 shows our predictions for the superratio

(ūA(x,Q2, Ncoll)/ūA(x,Q2))/ūA(x = 0.2, Q2, Ncoll)/ūA(x = 0.2, Q2)) for the ūA quark.
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peripheral

modifications of nuclear conditional PDFs should be rather large, if one could use a hard probe

with a moderate virtuality of, e.g., 100 GeV2. For the case of dijets with pt � 100 GeV/c, the

e↵ect is rather small for a wide range of x and represents a small correction for the studies of the

e↵ects of selection of large xp in the currently studied processes with a dijet trigger.
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nuclear e↵ects are negligibly small, for the same Ncoll and to preferably use the same range of xp.

The average Ncoll for the top 1% of collisions can be estimated using the results presented in

Fig. 1. We find for these collisions that hNcolli ⇠ 20(25) for !� = 0(0.1) and, hence, k ⇠ 1.5 (1.25),

which corresponds to quite a significant deviation from the x dependence of inclusive nuclear PDFs.

The quark channel analogue of Fig. 9, Fig. 10 shows our predictions for the superratio

(ūA(x,Q2, Ncoll)/ūA(x,Q2))/ūA(x = 0.2, Q2, Ncoll)/ūA(x = 0.2, Q2)) for the ūA quark.
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most central

EMC effect “peripheral collisions” ~ 0.5 inclusive EMC effect
EMC effect “central collisions”~ 1.5 inclusive EMC effect:
probes  fluctuations of high density nuclear matter in the 10 fm tubes 

EMC effect for xA ≳ 0.5 
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New experimental observation relevant for color fluctuation phenomenon: coherent photoproduction 
of ρ-meson in ultraperipheral heavy ion collisions at LHC (ALICE):  γ + A→ρ + A

Guzey, Frankfurt, MS, Zhalov 2015 (1506.07150):     

◉ Glauber model crossly overestimates
 the cross section ◉
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FIG. 1: The γA → ρA cross section as a function of Wγp. The VMD-GM (the red dashed curve) and VMD-IA (blue dot-
dashed line) predictions for a 208Pb target based on the DL94 parametrization of the ρN cross section are compared to the
experimental values extracted from the STAR and ALICE UPC measurements.

photon wave function has to be modified in order to agree to the whole set of data including the results of 2006 H1
measurements.
To this end, one can write the ρ meson photoproduction amplitude as the dispersion integral over the masses of

the intermediate states generated in the γ → M transitions, which will involve the on-mass-shell fρ and the physical
ρN cross section. It is possible to demonstrate that inclusion of the contribution of the higher states can only weakly
change fρ, but it can significantly reduce the cross section of the ρ meson production. Hence, the effective ρ–nucleon
cross section σ̂ρN should be smaller than σρN = σπN . We assume that σ̂ρN can be extracted from the requirement
that Eq. (5) describes reasonably well the experimentally measured forward γp → ρp cross section:

σ̂ρN (Wγp) =
fρ
e

√

16π
dσexp

γp→ρp(t = 0)

dt
. (9)

This way we effectively take into account the enhanced contribution of the components in the ρ meson wave function
that interact with the strength weaker than the average one. This effect is present in the CDM and can also be
modeled by non-diagonal transitions among different hadronic components of the photon and the ρ meson in the

9

ωN
σ (s) =

⎧

⎪

⎨

⎪

⎩

β
√
s/24 ,

√
s < 24 GeV

β , 24 <
√
s < 200 GeV

β − 0.15 ln(
√
s/200) + 0.03(ln(

√
s/200))2 ,

√
s > 200 GeV .

(17)

where the parameter β ≈ 0.25− 0.35 was determined from the analysis of pp and p̄p data [26].
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+A A+
STAR Au Au
ALICE Pb Pb

FIG. 4: The σγA→ρA cross section as a function of Wγp. The theoretical predictions using the mVMD model for the γp → ρp
cross section and the Gribov-Glauber model with cross section fluctuations for the γA → ρA amplitude are compared to the
STAR (circle) and ALICE (triangle) data. The shaded area reflects the theoretical uncertainty associated with the parameter
β characterizing the strength of cross section fluctuations (see text for details).

It is known [19] from studies of corrections to the Glauber model for total proton–nucleus cross sections that
suppression due to the inelastic shadowing is almost compensated by the effect of short-range correlations (SRC) in
the wave function of the target nucleus. We included the effect of SRC by the following replacement [48]:

TA(b) → TA(b) + ξc
σρN

2

∫

dzρ2A(b, z) , (18)

where ξc = 0.74 fm is the correlation length.
Our predictions for the γA → ρA cross section as a function of Wγp are presented in Fig. 4. The red solid curve

presents the results of the calculation using the mVMD model for the γp → ρp cross section and the Gribov– Glauber
model with the effect of cross section fluctuations, see Eq. (10). The shaded area shows the uncertainty of our
calculations due to the variation of the fluctuation strength ωσ by changing β in the range 0.25 ≤ β ≤ 0.35. The
theoretical curve is compared to the STAR (circle) and ALICE (triangle) data. One can clearly see from the figure
that the inclusion of the inelastic nuclear shadowing enables us to explain the discrepancy between the UPC data on
coherent ρ photoproduction on nuclei at large Wγp and the theoretical description of this process in the framework
of the VMD-GM with the DL94 parametrization of the ρN cross section.

Gribov - Glauber model with cross 
section fluctuations

◉      Vector meson dominance overestimates σ(γ + p→ρ + p)   by a factor of 1.3  
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CF broaden very significantly distribution over ν.  “pA ATLAS/CMS like analysis” using 
energy flow at large rapidities  would test both presence of configurations with large σ ~40 
mb, and weakly interacting configurations.
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Direct photon dijets
x> 10-2

Charm
x~ 10-3

Low transverse 
momentum events

60 mb0 mb

Leading strangeness
x~ 10-3

Min bias

Ultraperipheral collisions at LHC (WγN< 500 GeV)

“2D strengometer”   - EIC & LHeC  - Q2 dependence - decrease of role of 
“fat” configurations, multinucleon interactions due to LT nuclear shadowing

σ

Novel way to study dynamics of γ &γ* interactions with nuclei
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Slides for discussion  & supplementary slides
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exclusive channels

Test:    Calculate inelastic diffraction off nuclei - no free parameters
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ΣET
Pb distribution: modeling by ATLAS

Transverse energy distributions in p+p collisions are typically well described by gamma 
distributions
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Figure 10: Left: Glauber-Gribov PH(�NN) distributions (see text) for⌦ = 0.55 and 1.01. Right: Glauber
and Glauber-Gribov Monte Carlo Npart distributions for 5.02 TeV p+Pb collisions obtained from 1 million
simulated events each.

collisions. For fixed Npart, the ⌃EPb
T distribution from the WN model can be obtained as an n-fold con-

volution, where n is equal to Npart, of the corresponding p+p A-side FCal P ET (⌃EA
T ) distribution. This

convolution is straightforward to implement because transverse energy distributions in p+p collisions
are typically well described by gamma distributions [55]

gamma(x; k, ✓) =
1
�(k)

1
✓

✓ x
✓

◆k�1
e�x/✓. (7)

The gamma distribution has the property that an N-fold convolution of a distribution with parameters k
and ✓ yields another gamma distribution with the same ✓ parameter and a modified k parameter, k0 = Nk.
For a set of inelastic collisions having a distribution of Npart values, the corresponding WN dNevt/dET
distribution would be obtained by summing the gamma distributions over di↵erent Npart values weighted
by P(Npart) (as in the right panel of Figure 10).

Attempts to fit the measured ⌃EPb
T distribution in p+Pb collisions, using the WN-convolved gamma

distributions with k0 and ✓0 as free parameters, yield unsatisfactory results. The Glauber Npart distribution
has the wrong shape to allow even an approximate description of the distribution shown in Fig. 2. As
a result, for this analysis, a generalization of the WN model was implemented taking advantage of the
convolution properties of the gamma distribution. The generalization parameterizes the Npart dependence
of the k and ✓ parameters of the gamma distribution as

k
⇣
Npart
⌘
= k0 + k1

⇣
Npart � 2

⌘
,

✓
⇣
Npart
⌘
= ✓0 + ✓1 log

⇣
Npart � 1

⌘
. (8)

For k1 = k0/2 and ✓1 = 0, this model reduces to the WN model. The log(Npart � 1) term allows for a
possible variation in the e↵ective acceptance of the FCal due to an Npart-dependent backward shift in the
p+Pb centre-of-mass system [56]. This model provides a reasonable description of the measured ⌃EPb

T
distribution for both the Glauber and two Glauber-Gribov Npart distributions. Two alternative parame-
terizations for k

⇣
Npart
⌘

and ✓
⇣
Npart
⌘

were used to evaluate systematic uncertainties. One of these kept
✓ constant, ✓

⇣
Npart
⌘
= ✓0 while allowing for a quadratic dependence of k on Npart. The other included

both a quadratic term in k
⇣
Npart
⌘

and the logarithmic term in ✓
⇣
Npart
⌘

but fixed k1 = k0/2 to reduce the
number of free parameters.

To limit the number of free parameters when fitting the ⌃EPb
T distribution, k0 and ✓0 were obtained by

fitting the PYTHIA8 and PYTHIA6 detector-level ⌃EA
T distributions to a gamma distribution convoluted
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are typically well described by gamma distributions [55]

gamma(x; k, ✓) =
1
�(k)

1
✓

✓ x
✓

◆k�1
e�x/✓. (7)

The gamma distribution has the property that an N-fold convolution of a distribution with parameters k
and ✓ yields another gamma distribution with the same ✓ parameter and a modified k parameter, k0 = Nk.
For a set of inelastic collisions having a distribution of Npart values, the corresponding WN dNevt/dET
distribution would be obtained by summing the gamma distributions over di↵erent Npart values weighted
by P(Npart) (as in the right panel of Figure 10).

Attempts to fit the measured ⌃EPb
T distribution in p+Pb collisions, using the WN-convolved gamma

distributions with k0 and ✓0 as free parameters, yield unsatisfactory results. The Glauber Npart distribution
has the wrong shape to allow even an approximate description of the distribution shown in Fig. 2. As
a result, for this analysis, a generalization of the WN model was implemented taking advantage of the
convolution properties of the gamma distribution. The generalization parameterizes the Npart dependence
of the k and ✓ parameters of the gamma distribution as
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For k1 = k0/2 and ✓1 = 0, this model reduces to the WN model. The log(Npart � 1) term allows for a
possible variation in the e↵ective acceptance of the FCal due to an Npart-dependent backward shift in the
p+Pb centre-of-mass system [56]. This model provides a reasonable description of the measured ⌃EPb

T
distribution for both the Glauber and two Glauber-Gribov Npart distributions. Two alternative parame-
terizations for k
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⌘

and ✓
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⌘

were used to evaluate systematic uncertainties. One of these kept
✓ constant, ✓

⇣
Npart
⌘
= ✓0 while allowing for a quadratic dependence of k on Npart. The other included

both a quadratic term in k
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and the logarithmic term in ✓
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but fixed k1 = k0/2 to reduce the
number of free parameters.

To limit the number of free parameters when fitting the ⌃EPb
T distribution, k0 and ✓0 were obtained by

fitting the PYTHIA8 and PYTHIA6 detector-level ⌃EA
T distributions to a gamma distribution convoluted
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N-fold conv. of gamma(x,k,θ)= gamma(x, k, ✓) ⌘ 1

�(Nk)

1

✓

⇣
x

✓

⌘
Nk�1

e

�x/✓

Note: for k = 1, gamma distribution is exponential, k < 1 is “super-exponential”
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Several effects (in addition to  CF and nuclear pdf effects) which should be 
included in more detailed modeling of pA with jets:

Fluctuations of small x gluon strength in nucleons: variance ωg(x=10-3) ~ 0.15 

Strong dependence of the multiplicity on the impact parameter of the pp collision
(Evidence from pp - supplementary slides)

Fluctuations of the gluon fields in nuclei - Swiss cheese

Influence of CF on impact parameters of the NN interactions in pA.

◉
◉

◉

◉
Experiment:

◉ Report data in the bins of  xp and xA 

◉ Study violation of the xp scaling as a function of jet pt 

◉
◉

quarks vs gluons for fixed  xp ;   u-quarks vs d-quarks (W’s)

LHC vs RHIC for same xp



Glauber and Glauber-Gribov analysis

•With Glauber-Gribov  
Npart distribution, the  
best fits become more WN-like 
–e.g. for Ω = 0.55, k1 = 0.9 (0.64 k0), θ1 = 0.07  
⇒Glauber-Gribov smooths out the knee in the Npart distribution  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Fluctuations for configurations with small σ maybe different than for average 
one so we considered both ωσ(x~0.5) =0.1 & 0.2

3

In this letter we will focus on the analysis of the AT-
LAS jet production data [12] though qualitatively similar
data were obtained by CMS. The reason is that the AT-
LAS data are presented as a function of the fraction of
the energy of the proton carried by the jet: x = E

jet

/E

p

which for kinematics of interest practically coincides with
x of the parton of the proton involved in the hard interac-
tion. Also the analysis have demonstrated that for fixed
energy release in the nuclear hemisphere the rate of the
jet production as compared to the inclusive rate is pre-
dominantly function of x and not p

t

of the jet.
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FIG. 1: Distribution over the number of collisions for bins in
centrality

It was observed in [12] that the energy release in the
nuclear direction is reasonably well correlated with the
number of the wounded nucleons, N

coll

. and distribution
over N

coll

for fixed centrality interval was determined,
see Fig.1. Hence in order to compare the expectations of
the CFA with the data on jet production as a function of
the centrality we need first to calculate the rates of the
jet production as a function of N

coll

and next convolute
it with the distribution over N

coll

for the experimental
centrality intervals.

The Monte Carlo procedure which we employ and
which is discussed in detail in [9, 15] is based on Eq. 4 and
improves it by taking into account the finite transverse
size of the NN interaction which at the LHC is compara-
ble to the internucleon distance, the transverse spread of
partons in the colliding nucleons given by the generalized
parton densities of the nucleon which allows to take into
account much stronger localization of hard interactions
than the soft interactions. We also employ the realistic
sample of nucleon configurations in nuclei [16]. This al-
lows us to go beyond an approximation of Eq.4 for the
rate of the hard collisions for the interaction with N

coll

nucleons in which the hard rate is simply / N

coll

and
include both the e↵ects of CFs and of the di↵erence in
the transverse geometry of soft and hard NN collisions
(see Fig. 4 of [15]).

The qualitative expectation is that if the rate of jets
is studied as a function of N

coll

the relative strength of
events corresponding to small � would be enhanced for

small N
coll

since hN
coll

i is smaller for this subset and and
it should be strongly suppressed for large N

coll

. This is in
a good agreement with the results of the numerical cal-
culation of the rate of hard collisions for a trigger with
� di↵erent from the average one normalized to the rate
for the rate for the generic jet trigger normalized to the
ration of the corresponding inclusive dijet cross sections
(Fig. 2). For the generic hard collisions we used Eq.2
with !

�

= 0.1 which provides a good description of soft
data of ATLAS. For the small � trigger we considered a
range of h�(x)i /�

tot

and variances between 0.1 and 0.2.
One can see from the figure that for N

coll

correspond-
ing to relatively peripheral collisions the ratio primerily
depends on h�(x)i – sensitivity to the fluctuations of a
cross section is small in this case. At the same time for
N

coll

� h�(x)i there is a strong sensitivity to the vari-
ance.
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FIG. 2: Relative probability of hard processes corresponding
to a small � selection and generic hard processes.

So we can estimate h�(x)i using the data from the most
peripheral bin and check our interpretation using R

CP

which is normalized to the 60÷ 90% bin. As mentioned
earlier it also involves using relation between the energy
release in the nuclear fragmentation region and N

coll

[12]
. The results of the calculation and comparison with the
data are presented in Figs. 3, 4.
Overall we find that h�(0.5)i ⇠ �

tot

/2 gives a reason-
able description of the data giving a strong support to the
idea that large x configurations have a weaker interaction
strength. Natural question is to what � these configura-
tions correspond to at fixed target energies. This can be
estimated from the probability conservation property of
P (�):

Z
�(s1)

0
P (�, s1)d� =

Z
�(s2)

0
P (�, s2)d�, (5)

leading to an estimate

�(
p
s= 30 GeV, x=0.5) ⇠ 10mb. (6)

This corresponds to a much smaller value of the ratio
�(x = 0.5)/�

tot

⇡ 1/4 than at the LHC.This reflects an

Sensitivity to ωσ  is small, so we use  ωσ =0.1 for following comparisons

ν
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Rhard for different centralities is calculated as a function 
of one x-dependent parameter λ= σ(x)/< σ>
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We can estimate  σ(x=0.6)/σtot[fixed target]=1/4  
Z �(s1)

0
P (�, s1)d� =

Z �(s2)

0
P (�, s2)d�from probability conservation relation:  

➠ x≥0.5 configurations have  small transverse size (~ rN /2)

First  rough estimates for smaller x:

σ(x=0.2)/<σ>=0.8

σ(x=0.1)/<σ>=1.0

gluon contribution sets in (smaller size than quarks for same x?)

➠Small size configurations suppressed in bound nucleons (F83) explanation of the EMC effect
➠
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it must fall rapidly to zero. For a Gaussian falloff, ~Iic(r~)~ =exp( —r~~/r~)r~~/r4, Fqs. (7) and (10) imply that
M-=0.5. This estimate must be taken with caution. A major contribution to M. comes from projectile LC s for which
the dipolar form overestimates the cross section. Furthermore, projectiles in LC s will collide many times, but energy
degradation limits the maximum number of collisions producing ET. Therefore one should apply a smaller eA'ective co

for transverse energy spectra.
In nuclear collisions the number of binary NN collisions is given by Glauber theory

(N) =(cr J)I d rd r'ply(r)p~(r')8 (b+s —s') =cr„T8(s—b)T~(s)d s. (1 1)

For simplicity we consider in the following only central collisions and small projectiles, so that Rg&(Rg., the general
case is a simple extension. The variance is given in the Glauber limit by

(N ) =(N)+(cr~)l(cr;J)1 d sd s'dzdz'dz"dz'"pIi (s, z;s', z')pg (s,z";s',z"')

+(a~cJJ)1J d sdz dz" dz"'p8(s, z)p~ (s,z";s,z"')+(a~o; ~)1J d s dz dz'dz"p~ ( sz;s, z')p~(s, z") . (12)

It is understood that i &i' and j&j' in Eq. (12). Equation
(12) may also be derived from Glauber theory by apply-
ing Abramovskii-Gribov, Kancheli cutting rules [15] to
calculate the double inclusive cross section [11].
The four terms in Eq. (12) correspond to (1) the same

projectile nucleon colliding with the same target nucleon,
(2) two different projectile nucleons i and i' colliding with
two different target nucleons j and j', (3) the same pro-
jectile i colliding with two different target nucleons j andj', and finally (4) a target nucleon j being hit by the two
different projectile nucleons i and i'. Note that higher
moments (N"), n~ 3, will depend on the simultaneous
fluctuations in the projectile and target nucleons.
The second term in Eq. (12) is straightforward to

evaluate when g«RII, R~, in which case we can approxi-
mate p~C&(r) by 6 ' (r). It is given by =B N~&—BNzq —BNl, qN'„a+BN„z, where N~z =oT~(0) is the
average number of collisions a projectile nucleon en-
counters, as given in pA collisions, Eq. (3), and N~a
=B 'o fp a(s, z) pa( sz')d sdzdz'. For a spherical pro-
jectile nucleus of radius RB, Np~= —, oppR&cY. The fac-
tor 2 instead of 2 as for a spherical target nucleus
(N„~ =2c7p~R~) follows from the impact parameter
averaging necessary for the projectile nucleus.
The third integral, evaluated analogously to the pA

case, is =BN„~(N„~—a)(o;.~cr~j')I/a . The fourth con-
tains the two-body density distribution of nucleus B and
gives a contribution =BN„&(N„s—P)(o;Ja';J')I/cY' where
P=a is the correlation parameter for nucleus B, defined
analogously to Eq. (5). These derivations assume
«RII, which implies N„a »P. For small projectile nuclei
this approximation is not valid; rather N„s P so that
the fourth term vanishes.
Collecting terms we obtain

co c04 f can+ 2—a—P+ (Nz~ +N&ii —a—P)co . (13)

We can interpret the co term as the correlation coming
from each projectile nucleon making on average N„~ —e
hits after the first, and a target nucleon being hit on aver-
age N~a —p subsequent times by a projectile nucleon.
Equation (13) generalizes the pA result of Eq. (6) to nu-

OJ(7 = 0.5
ll

s
s 3 = O. I

u)~ =O.O

I

100
I

150
I

200 250
A

FIG. 1. Fluctuations m —md„.f for central collisions of S on
different targets calculated with Eq. (l3) for various values of
cu . The experimental values (dots) are taken from Ref. [12].

t clear collisions by adding the correlations from target nu-
cleons being hit multiple times.
With can=32 mb and pp=0. 16 fm, and a heavy tar-

get, we have NI)p —2(7ppR& —12M . In CERN and
Brookhaven experiments with ' 0 or S projectiles,
Nl, z= 2 c7ppR&=2-3. We show in Fig. 1, m —codef given
by Eq. (13), for S, with various values of cu, taking
coo =0.5, and a =P =0.3, as discussed above. We see that
the cross-section fluctuations are able to account for the
large co's found experimentally with m —0.2, a value
consistent with that extracted from forward diAractive
scattering amplitudes, Eq. (8). Note that for small tar-
gets (e.g. , Al) the assumption Rs«R~ overestimates
N„~ and Nps so that Eq. (13) overestimates the lluctua-
tions. Numerical studies [11] show that the corrected
values also reproduce the data for small 2 with co =0.2.
The eAective co in transverse energy fluctuations should
be somewhat smaller than that measured in diflractive
scattering due to energy degradation and the fact that at
CERN energies the configurations of hadrons are not
completely frozen during the collision. Equation (13) de-
scribes the ' 0 data [16] as well with similar values for

2948

Dispersion of ET distribution in central 32S A 
collisions at SPS at E/A =200 GeV

Qualitative expectation: CF increase fluctuations of a number of  observables in pA and AB 
collisions.

! � !def = !0 + 2� ↵� � + (NpB +NpA � ↵� �)!�

First example: study of dispersion of ET distribution in AB collisions as superposition of 
emission from binary collisions with variance ω0:

nucl. deform. nucl. corr.: α~β~ 0.3

H. Heiselberg, G. Baym, B. Blattel, L. L. 
Frankfurt, "' and M. Strikman PRL 1991



Instructive example: propagation of a very fast positronium (bound state of electron and positron) through a foil

P

pos

2m
e

· 1

�E(⇠ few m

e

↵

2)
� L(foil)

Positronium

L

foil

beam

first qualitative discussion - Nemenov, 
1981, quantitative treatment Frankfurt 
and MS 91)

For the positronium at high energies transverse size is frozen during  traversing through the foil - so 
interaction is of dipole-dipole type                         where�(d) / d2 d = ret � re

+

t
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Amplitude of i ⇾ f transition: |M
if

| =
Z

d3r 
pos

 

⇤
f

exp(��(d)⇢L/2)

�2

For  large L: survival probability                           absorption is not exponential !!!  
16

(< � > ⇢L)2

2

< � > ⇢L

Even larger probability to transform to electron - positron pair 
of the same momentum as positronium



Can we instead trigger on larger than average size configuration  in positronium?

Consider production of one (two) lepton pairs with small momenta in the center of mass: 
<d2> for these events is larger than in 

514 FRANKFURT, MILLER & STRIKMAN

positronium bz

52

Figure 2 Production of two II 3airs. Two different target atoms, represented by the
upper and lower horizontal lines, are involved.

characteristics of QCD. Thus, the essentials of charge transparency,
charge filtering, and charge opacity should find their analogues in QCD
as color-coherent phenomena. However, because QCD is a non-Abe-
lian theory with the properties of asymptotic freedom and presumed
infrared slavery, the analogy between charge screening and color
screening is not complete. Indeed, because of the nontrivial interplay
of perturbative and nonperturbative effects as well as the high-quality
experimental techniques required, understanding color-coherent phe-
nomena has taken more than 20 years.

3.1 Coherence Length in QCD
As discussed in the introduction, the coherence length is large at high
energies. This influences hadronic and lepton interactions with nuclei.
The presence of a length at which coherent effects o~cur invalidates a
number of methods and ideas that are often considered cornerstones
of high-energy physics. For example:

1. Although it is quite popular to assume that fast projectiles interact
consecutively with particles at the same impact parameter when
making calculations for heavy-ion cascade processes, a fast projec-
tile actually interacts simultaneously with all target nucleons within
a distance Ic.

2. The eikonal models currently used to describe many high-energy
processes in particle and nuclear physics assume that the intermedi-

www.annualreviews.org/aronline
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Effects:

Positive correlation between production of one and two pairs
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◉

◉ Correlation between energy release along the positronium path and final momenta of e- e+ (next slide)

 2
pos

(d) =

Z
 2

pos

(r)dz

atom

atom



Will discuss later similar effects for proton - nucleus interactions

Trigger on high pt electron or electron with x > 1/2 (fraction of 
momentum of positronium  carried by electron post selects 
events where excitations along the path were small.

●●
dE/dx

e+
e-

●●
e+

e-

Average configuration of 
incoming positronium

Post selection /Trigger on large d  - large energy release along 
the path in the media -selects smaller than average 
transverse and longitudinal momenta in positronium - 
longitudinal momenta of electrons in the positronium 
fragmentation are softer (x-1/2 closer to 0)- looks as energy 
loss - but actually post selection.

●
●

e+

e-
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The non exponential behavior is a manifestation of high energy coherence - slow down of space-time evolution⇒
⇒

⇒ Inelastic processes are sensitive to presence of large & small  size configurations in projectile - 
longer the target (nucleus) --higher the sensitivity. 

Various triggers allow to change proportion of small and large configurations in the data sample



37

Jet production in pA collisions - possible evidence for x -dependent color fluctuations

Summary of some of the relevant  experimental observations of CMS  & ATLAS 

❖  Inclusive jet production is consistent with pQCD expectations (CMS) 

8 6 Results and discussion

The fit is restricted to the region Df1,2 > 2p/3. In the data, the width of the azimuthal angle
difference distribution (s in Eq. (1)) is 0.226 ± 0.007, and its variation as a function of E|h|>4

T is
smaller than the systematic uncertainty, which is 3–4%. The width in the data is also found to
be 4–7% narrower than that in the PYTHIA simulation.

6.3 Dijet pseudorapidity
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Figure 5: (a) Distribution of dijet pseudorapidity (hdijet = [h1 + h2]/2) is shown for pPb dijet
events with pT,1 > 120 GeV/c, pT,2 > 30 GeV/c, and Df1,2 > 2p/3 as the red solid circles. The
results are compared to NLO calculations using CT10 (black dashed curve) and CT10 + EPS09
(blue solid curve) PDFs. (b) The difference between hdijet in data and the one calculated with
CT10 proton PDF. The black squares represent the data points, and the theoretical uncertainty
is shown with the black dashed line. (c) The difference between hdijet in data and the one calcu-
lated with CT10+EPS09 nPDF. The blue solid circles show the data points and blue solid curve
the theoretical uncertainty. The yellow bands in (b) and (c) represent experimental uncertain-
ties. The experimental and theoretical uncertainties at different hdijet values are correlated due
to normalization to unit area.

The normalized distributions of dijet pseudorapidity hdijet, defined as (h1 + h2)/2, are studied
in bins of E|h|>4

T . Since hdijet and the longitudinal-momentum fraction x of the hard-scattered
parton from the Pb ion are highly correlated, these distributions are sensitive to possible mod-
ifications of the PDF for nucleons in the lead nucleus when comparing hdijet distributions in
pp and pPb collisions. As discussed previously, the asymmetry in energy of the pPb collisions


