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CST PARTICLE STUDIO 
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Particle in Cell

Update electric and 

magnetic field

Update  momentums and 

positions

Interpolate field at particle 

positions

Calculate current distribution 

from charged particle motion
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CPU vs GPU: different design phylosophies
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PIC on Multi GPU: Domain Decomposition

Exchange field data 

between GPUs

Exchange particle data 

between GPUs

Calculate current distribution 

from charged particle motion

Update electric and magnetic 

field

Interpolate field at particle 

positions

Update  momentums and 

positions
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Domain Decomposition

Domain is decomposed and cutting planes are along the direction 

in which the CPU-GPU transfers are minimal
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Exchange of data
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Pinned Vs Non Pinned Memory

One allocation, transfer to GPU, copy back of data to CPU and deallocation
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Number of transfers to break even
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DRAM and Memory Coalescing 
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Extraction from dynamical set of data

Magnetron Gap Filter

BWO TWT
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Privatization concept

• Avoid contention by

aggregating updates

locally

• Requires storage

resources to keep

copies of data

structures
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Kernel for extraction of particle data

Buffer in DRAM

Global counter 

…

Block counters 

Sub-buffer Sub-bufferSub-buffer

Result of atomic Add on block counters -> in registers

Result of atomic Add on global counter -> in shared memory 
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Current interpolation scheme 
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…

…

…

…

Computational domain

‘Halo’ layers

Standard domain decomposition
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Load Balancing 

Option 1: Dynamical Load Balanced Domain decomposition

Option 2: Load Balanced Splitting of Particles, whole domain 

on every GPU 

CPU Buffer for exchange of 

current densities
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Example 1: Results

Mesh

Cells

Number of 

Particles

Simulation 

Time 1 GPU [s]

Simulation Time 

2 GPUs [s]

Speed up 

factor

81 920 41 876 50 39 1.22

81 920 128 180 84 65 1.23

81 920 234 900 106 74 1.30 

81 920 490 100 173 124 1.28 

81 920 918 836 296 212 1.29

4 320 000 41 876 3326 1922 1.73
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Comparison of different architectures

Simulation of klystron with 1.4 million of cells and 30 000 particles

CPU [s] Fermi C2050 [s] Kepler K40 [s] 2 Fermi Cards [s]

10 517 5 224 4 321 3 862

Number of cells 

[millions]

1 Fermi [s] 2 Fermi [s] Speed up

2.4 6 458 4 473 1,44

3.1 8 369 5 542 1,51
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Klystron example

Conclusion: Kepler K80 versus Tesla C2050 gives speed up of 3.45 
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THANK YOU!


