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CERNopenlab

SIEMENS

Power Plants

Power Grids

Factories

Hospitals

"Smart data to business"

Siemens - Smart Data to Business

Customer
Advantage

* Better
Performance

* Lower Costs

+ Saving
Energy

* Reduce Risks

- New

Data from Business
I;;/osctjgr(]:;[: DEVEY Business Business Value Models
Sensors, analytics Intelligence Innovation Generation
Processes
Domain + Device + Analytics - Smart
know-how know-how know-how mall Data
10t June 2015 Siemens CERN openlab 2




cenﬁ'&’ﬁm WInCC Open Architecture (OA)

SIEMENS

> Perfect for large scale
applications PPS / MES layer Business

= forbig and/or complex systems

systems Supervisory layer
= for geographically wide

distributed plants wince NIRI Flexible concept
OA i for special needs

= freely scalable and I to integrate other
expandable I applications

= for supervisory layer —~AAAAAEmmmmm—

= supports redundancy SCADA/DCS

= for the highest security layer
requirements

|
= the only SCADA system ! ﬂi“ |

with SIL 3-certification

PCS 7
Control |
> Supports > 10,000,000 layer
data points i 1 | ] Bs ] |

T o

10" June 2015 Siemens CERN openlab 3
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CERNopeniab WIinCC OA Manager Concept

SIEMENS
@ user interface layer

processing layer

communication and
memory layer

driver layer

10t June 2015 Siemens CERN openlab 4




CERNopeniab WIinCC OA as Distributed System

SIEMENS

System 1 System 3

System- or
machine boundaries

Network-
connections

e LoOgical links
10t June 2015 Siemens CER
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CERNopeniab WIinCC OA Redundancy

SIEMENS
.P_. *

o |l ol®
® ©

10t June 2015 __Peripherals 6

Remote
Ul

System

@




CERNopenlab
SIEMENS
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WInCC OA - flexible and open

Fast adaptation of control and visualization of the plant to
suit current market requirements

Implement new processes quickly and easily also by
in-house programming and developments enabling
independence and know-how protection

Standardized solutions enable continuous use
SCADA Platform for OEMs

Brand labeling is supported

Platform independent (Windows, Linux, Solaris)
Object orientation
Open achitecture

Platform in use in many industrial sectors
Easy Integration with other SW
Fast development time

10t June 2015
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WP
Wind Power
&Renewables

10t June 2015

Energy
management

WInCC OA within Siemens

Building
technologies Mobility

Siemens CERN openlab

Digital
factory

PD

Process
Industries and
Drives

Healthcare
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CERNopeniab A bit of history...

SIEMENS

> Long successful collaboration
= For more than 20 Years
= More than 600 Simatic control systems installed
= Partnership, Much more than a client-provider relationship

. Application Systems
> Large deployment of Siemens systems installed
= Supervision systems (WinCC OA, WIinCC) ALICE ~100
= Programmable Logic Controllers (PLC) ATLAS ~130
= Control modules CMS ~90
= Panels LHCb ~160
, Accelerators ~200

| |
> Joined openlab in 2009

= Phase Ill (2009-12): Security, Large scale deployment
= Phase IV (2012-15): High performance archiving, Data Analysis
= Next phase V (2015-18): Data Analytics, WinCC OA enhancements

10" June 2015 Siemens CERN openlab 9
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cernaess  TYPiCAl Control System Architecture

SIEMENS

[ Data Analytics %

Improve functionality, efficiency, and predictability of CERN control systems
Support operators to take decisions, enhance the online monitoring systems

Supervision
layer
(" wincc OA:
* Deployment
tool
* RDB Archiver

Process
layer

Field
layer

10t June 2015

Manage multiple

SCADA applications

in a centralized way

MOON

ORACLE' )
AAAAAAAA " El\./lonltormg) / Wind]

I [

Improve WIinCC
OA archiving
capabilities

DIM/CMW

Wind
SIEMEN@ OPC

Front-end
PC f

Fieldbus High Voltage
| ‘ Sensors ﬂ -, l
ﬂﬂ gg LL Actuators E .
10
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cernoes  Ol€Mens’ Smart Data Technologies
SIEMENS @ CERN

> Code name “ELVis” > Co

de name “WatchCAT”

ST A

| 1
oA Y

105,

e

o
I

.

FRERERERERER SRR R iR RIRIRUERIRIRERIRLEE

Pr—
I L] |||I |
v N 015 15010

003

"
2
»
.
.
lllllllll‘
ifbimnan bia 0 200

Opentaiags D peciec\ L CS-Rakogl Demay M3 enrll SOLIML | Learmingloots 3 | Aewlasrs 15 | Mepont eneitars: ©

= Cloud-based BIG Data Analytics for = Data Fusion of events & sensors
Time Series Sensor Data n Comp|ex Event Processing
= Real-Time Stream Processing at = Automated Learning of fault patterns

elistomizapic-KHz-Rates = Logical Reasoning for Fault
= High Performance Online Detection & Isolation

VISUE-3_|I2a'[I0n in Rich Web-baseq UI_ = Fault prediction based on
= Intelligence for Sensor Data Validation recognizable patterns
= Job-based Offline Data Analysis
10t June 2015 Siemens CERN openlab 11



Siemens’ Smart Data Technologies:

Control System Analysis

Z

~200 systems

!

~300PLCs
~100 FECs

ﬁ‘l

~5*107 I/Os

Analyze

ldentify and detect
fault / abnormal
pattern for Diagnosis
and Prognostics
based on domain
knowledge

Learn

Provide experts with
Root-cause and Gap
Analysis using Rules
and Patterns Mining

Diagnose

Forecasts, Trends
and Early-Warnings
to increase Operating
Hours

10t June 2015

Pattern | AA

L Alarm

B AAB—

Siemens CERN openlab
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Y% Understanding the GAS system behaviour with Smart Data:
CERNopenlab

SIEMENS ldentifying a root-cause

Shart| Local Time Alss Descriplion [Dorain [niature | Nare Ve Sequence: Confidence: 100.0 % 7 Appearance count: 6
308 43:37 610 |CMSK BilPresAl  |PTio - Rack B1 input {CSC_Details] PTo24 - Rack B1 mput pres|FALSE N -
3 2690 _[oMS BBInPresAl_[PTad - Rack BB inpul {030 Detais| P24 - Rack B8 mpul gres|FALSE CMECSC_Di_62PReghl | Alarm Unacknowledged | Rising
3 2890 |CMSCSC Di 70inPresAl  PTio24 - Rack 70input |CSC Details] PTio24 - Rack 71 :lvplllpms ALSE CMSCSC D| EszEgAl I PUSitiDn Status [HH_LL] | RISIng
3 2890 |CMSI B3InPresAl  [PTax24 - Rack B3 input |CSC Details| PTio24 - Rack B9 mput pres|FALSE - -
% 27 L) Shart| Local Tme Aliss Deseription Dariin I\Namr! Harne Vel CMSCSC_Di_YCA0995 | Auto Off/Close Request Status | Falling
—— 3 7810 |CMS! BiinPresAl  [PTwx24 - Rack 1 input Details] P24 - Rack B1 input pres|FALSE A P
BT ST 1550263 [OVSCSC DL GEiPrest]_[PToctl~ Rock Binat{CSE Dstals P01 -k 63 mout pres FALSE CRMECSC_Di VCEDIIS | Auta On/Open Request Status | Rising
- 3”5 :; 30627 154342890 _[CMSCSC_ DI T0nPresAl _[PTeod - Rack 70 inpat (CSC Detais P24~ Rack 70 mpit gres|FALSE CRSCSC_Di V260985 | OfffClosed Status | Falling
Ly 3 (22890 |CNSS GolnPresAl |PTo2d- Rack B9 inpal Details| P24 - Rack 69 mnput pres|FALSE f o
[0 EEICFA B R nfrestl [ProolRadk 7 noul == Tl -Rark 7 noulpes AL CMSCSC_D!_YCEDBBS | OnfOpened Status | Rising o
: % 7$ 3 B0 [oMS nPrestl [PTod - Rad npma@ i P24 Rack B3 mpul pres| FALSE CMECSC_Di_VCE0995 | Output Order Walue Status | Rising
- B B9 [oMS dlnPresh]  |PTaod - Rack B ingut {C5C Detals P24 - Reack B4 input pres|FALSE
LA PIEUCRR 43:43090_|CMSCSC Di GBinPresAl [PTio2d - Rack B5 input {CSC Datais| PTio2A - Rack 65 mput pres|FALSE
ko] 30627 Iy 130827 15:52.09.900 |CMSCSC_Di B30utPresFA#PT:x25 - Rack B9 far ou| CSC_Details} PTi0i26 - Rack B9 far auiput [TRUE
B W [20130227 155209900 _|CWISCSC_D)_Be0ulPresl [FTods - Rack mmjr Detais| FTi025 Rack 66 ulaut pre TRUE
B3 W 0350 _[CVS E0uFresAl [T Rack 69 oupul CSC._Detals P25 Rack £9 i pee TRUE
- HE W3 0950 _[CVS T00uFresAl_|PTaxd5  Rack 70 ouipul CSC_Detal P25 _Rack 70 g pre TRUE
: A g W7 5Dl 700uPresFAZ|P T2 ek 70 far 0| CSC._Detai T _Fiack 70 far output [TRE
= 67 OutPresFAHPT:o( - Rack 67 far outCSC_Datails] PTioi6 - Rack B7 far output [TRUE - i . .
: 7 g ] :E SSOuPrs AP o -Rack e —LWMTRUE Sequence: Confidence: §3.3 %2/ Appearance count: 5
2 C_Di_670ulPresAl |PTao25 - Rack 67 ouipulSC_Detais| P25 - Rack 67 oulpud prelTRUE f fei
: 2 3 D S 0uPosAl [P —Radk B8 upu{CoC Detail e P ot pe T CMSCSC_D!_SEPREQAI |Alar_n'_| Unacknowledgec_l |_ Rising
W I BB0PresFAAPTx(2 - Pack 6 r ] CSC Detais] PT08 - Rack B8 far ouipu [TRUE CMSCSC_Di_62PRegal | Position Status [H-1) | Rising
= B40utPresFA#PTo6 - Rack 64 far ot CSC_Detsils| PTi26 - Rack B4 far output |TRUE H i _ Pei
: 3 BT el D T CHMSCSC_Di_t2PRegal | Position Status [HH-LL) | Rising
G50ulPresAl |PToS- Rack B5 outp PT025 - Ratk B5 utput pre| TRUE B Lo
D1 EEOuPresF AFPTodkRack 5 br oSG Detle T Rack B5 Frsdpu [ TRUE CMSCSC_D!_AIarmInRackﬁz |.£\.Iar_nj Unacknowle_d_ged | Rising
OulPresAl [PTai25 - Rack B3 outpulCSE Delais| P2 - Rack B3 oulpl pre]TRUE CMSCSC_Di_AlarmInRacks? | Position Status | Rising
10ulPresAl |PTai - Rack B1 outpulCSC Detais| P25 - Rack B1 aupud prel TRUE
ngwmiﬁjm 'Haf: :'ﬂjig 2 ot Efﬂ:‘w:‘l Eﬂg CRSCSC_Di_¥C60935 | Auto OfffClose Request Status | Falling
resPAAPTo%5 - Rack 61 fara i o025 - Rack B ar oip ) o
D Go0uPreshl [PTeids- Rack o6 oupul 3G et FTiozs Rack 5 0 e TRUE CMSCSC_Di_¥Ce0935 | Auto On/Open Request Status | Rising
C g:ﬂuul;é;zﬁn; I —F!a(-k ;’PE‘SL\ESC ;:a\:s‘ ]us1 E[k farauipd EJE CRMSCSC_Di YCE0995 | OfffClosed Status | Falling
a istnbution rac} ails ull Stop Alam Stalus. k .
C_Di DRackG1PCO|Distrbution rack 61 PCO|GSC_Detais| Full Stop Alam Status___[TRUE CMSCSC DN WCE0995 | OnfOpened Status | Rising
i 51 QulPresFAAPTx:28 - Rack i1 far 0u|CSC Detail PTio% - Rack B1 far ouput [TRUE CRSCSC_DN YCR0995 | Qutput Order Walue Status | Rising
C_Di 510utPresAl |PTioi25 - Rack B1 outpul CSC_Datils] PTio25 - Rack 61 output pre[TRUE —
2 C_Di AlaminRacks|Some alams in rack 86 |CSC_Details) Rack 66 alm TRUE
5232110 |CMSK AlarminRack | Some alams in rack 81 |CSC_Details| Rack 61 alam TRUE
2013 15:57:47.130 |CMSI AtmPrSensAllPTO101 - Atmosphesic pr{CSC Details| P00 TRUE

Event lists generated Extracted fault signatures
siEMens @ by the same fault

> Objective: Support the operator during diagnostic activities
shortening the analysis time and avoiding or shorting the downtimes

¥ 1st Phase: learning system behaviour by extracting fault signatures

" 2nd Phase: automatic fault classification by comparing the current
events and alarm with the previously extracted signatures

10t June 2015 Siemens CERN openlab 13
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[ty Data Analytics use-cases:

CERNopenIab f I b t |
SIEMENS ew exampies, put many maore.

Alarms analysis to detect
anomalies or abnormal
behaviours at the single
device level

Title Description Analysis Results

On-line analysis
of control alarms

Fault sensor
measurements
detection for the
cryogenic system

Design and implementation
of algorithm to detect faults
IN sensors measurements

: Optimize the regulation of T 15h
Cryogenic valves _
control valves by spotting -

oscillation : :
oscillator behaviours ‘4 - P

10" June 2015 Siemens CERN openlab 14
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cernaes  CeNtralized Deployment Tool (CDT)

SIEMENS

> Large control applications @CERN:
= +150 interconnected WinCC OA systems

> Upgrade sets of WIinCC OA applications in a centralized fashion

WinCC OA

> Projects DB imports/exports from/to files
> Hardware equipment configuration

SIMATIC \ ASCIl Manager is a key component of the CDT

> Introduce XML based file format for
export/import

> XML is easier to validate and integrate with
external tools than current ASCII files

10t June 2015 Siemens CERN openlab 15
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CERN openiab ASCII Manager

SIEMENS

> WInCC OA 3.X
= XML schema defined
= First implementation of XML export functionality
= Code and schema currently under review at ETM

> IOWA-based SCADA system

= Completely new platform (including data model) ¢
= New way to interact with the runtime CODE
. . SYNTHESIS
= CERN involvement since an early stage
= Influence the requirements and technology selection
= Pioneering the usage of the new SDK
= Valuable feedback sent to ETM on SDK and tutorials
= Prototype available

10t June 2015 Siemens CERN openlab 16
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CERN openlab

RDB Archiver for WinCC OA 3.11

SIEMENS Performance, robustness and stability

& LHC Logging

) SIMATIC
2/ WinCC 0A

SIEMENS

10t June 2015

> Successful collaboration
= |mprovements implemented and tested at CERN
= Code transferred to ETM
= New functionality made available to all ETM customers

) Success story: migration to Oracle Archiver
= 200 LHC-related applications
= Required to run the LHC at 13 TeV (QPS)
= 200 000 values/s steady state, 10° values/s in peak

A d

Essential also for CERN experiments
= Qracle archiver used since 2007

A d

Unified archiving technology CERN-wide
= ~500 CERN production systems and ~10 databases
= Deployed on time for the LHC Run Il

Siemens CERN openlab L7
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CERNopeniab More on Data Processing

SIEMENS

Reporting Manager
> Significant performance improvements

= parallel request processing
= redesign of architecture for Oracle queries

> Already available in WinCC OA 3.13

R&D: Big data and NoSQL

> Research on technology for future archiving system

= Prepare future run of LHC: throughput/size increase by a 10x
factor

> Hadoop
= Workshop to transfer knowledge to ETM

> Initial investigation of other technologies
= Elasticsearch, IMPALA

> Synergy with Data Analytics

= Archiving subsystem is essential

10t June 2015 Siemens CERN openlab 18
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CERNopenlab

SIEMENS Benefits for CERN

> Increased System Reliability
= Minimized forced outages

> Complete data analysis
= Reduced service effort: weeks = hours

> 24/7 Expert Knowledge Availability

= One central knowledge base

Operation support Diagnosis support Engineering support

> Forecast system status and ) Identify root causes > Improve operational
take proper actions in time > More accurate analysis performance
> Prevent possible faults and ) Accelerate analysis > Increase reliability and
system downtime From weeks to hours efficiency by design
> Identify hidden patterns > Lead control system decisions

10" June 2015 Siemens CERN openlab 19



CERN & Siemens collaboration :
CERNopenlab

SIEMENS Next Steps

Q3/2015 Q1/2016 Q2/2016 Q1/2017 2018

10t June 2015 Siemens CERN openlab 20
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CERN openlab
SIEMENS

Any Questions

Thank you for your attention!

10t June 2015 Siemens CERN openlab 21



