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Let’s begin with a picture…
This is a high pT top jet (a very good one indeed!)…

… and there are many ways to interpret this picture



Subjets - recluster the event with a smaller cone and exploit 
correlations between subjets. 

HepTopTagger, CMS Tagger…



Clustering history- exploit the differences in steps  
which led to the jet. 

d12,  ATLAS tagger…



Partons - Interpret the jet as a partonic structure with 
kinematic properties of some heavy boosted object.

q
q

b

W

TemplateTagger…

t



Energy distribution - the picture is essentially some distribution 
. Look at the moments of the distribution

Planar Flow, Angularities…



Some taggers and jet-substructure observables

Jet Declustering

Jet Shapes

Matrix−Element

Seymour93

YSplitter

Mass−Drop+Filter

JHTopTagger TW

CMSTopTagger

N−subjettiness (TvT)

CoM N−subjettiness (Kim)

N−jettiness

HEPTopTagger
(+ dipolarity)

Trimming

Pruning

Planar Flow

Twist

ATLASTopTagger
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Shower Deconstruction

Qjets

Multi−variate tagger

ACF
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(Crazy) New idea…

Use image/pattern recognition technology 
to classify “splash patterns”.

Treat a jet as a “splash pattern” or image.

=
jet “splash patterns” contain all  

of calo. information.



A couple of years ago a similar idea appeared 
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Figure 3: Background rejection vs signal e�ciency curves obtained by training discrim-

inants on samples with pT 2 [250, 300] GeV (left), and the W-jet e�ciency at fixed ⇥10

QCD jet rejection versus jet pT (right).

To investigate the e↵ect of pileup, which essentially acts as a source of noise within the

jet-image, the Fisher-jets are trained on samples without pileup and subsequently applied to

statistically independent samples with pileup7. No significant degradation in performance

is observed, likely due to the application of trimming. More in depth studies of pileup

impact on the Fisher-jet approach are left for future studies.

To check the generator dependence of the classifier, a second sample of W and QCD jets

are generated using Herwig++ which implements an independent description of the hard

sub-process and subsequent showering. The Fisher-jet trained on the Pythia8 samples is

then applied to the Herwig++ samples. The Fisher-jet discriminant output distributions

for both W-jets and QCD jets from both Pythia8 and Herwig++ are shown Figure 5

for jets with pT 2 [200, 250] GeV and �R 2 [0.6, 0.8], and are seen to be extremely similar

between both generators.

7The reason for such an approach is that the samples without pileup are the best representation of the

underlying physics (in the parlance of computer vision, these are the clearest pictures without noise) and

are observed to give the best discrimination performance even in samples with noise due to pileup.
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Abstract: We introduce a novel approach to jet tagging and classification through the

use of techniques inspired by computer vision. Drawing parallels to the problem of facial

recognition in images, we define a jet-image using calorimeter towers as the elements of the

image and establish jet-image preprocessing methods. For the jet-image processing step,

we develop a discriminant for classifying the jet-images derived using Fisher discriminant

analysis. The e↵ectiveness of the technique is shown within the context of identifying

boosted hadronic W boson decays with respect to a background of quark- and gluon-

initiated jets. Using Monte Carlo simulation, we demonstrate that the performance of this

technique introduces additional discriminating power over other substructure approaches,

and gives significant insight into the internal structure of jets.
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Figure 2: A Fisher’s linear discriminant presented as an image (left) and the distributions

of the discriminant output when applied to W-jets and Light-jets (right), when the FLD is

trained on jets with pT 2 [250, 300] GeV, mass M 2 [65, 95] GeV, and separation between

subjets of �R 2 [0.6, 0.8].

The background rejection vs. signal e�ciency curves for the FLD, computed using

the 1-D likelihood ratios of the output distribution of the FLD for W-jets and QCD jets,

can be seen in Figure 3a, along with the rejection vs. e�ciency curves observed when

using N-subjettiness (⌧2/⌧1) [7, 8] computed analogously with the 1-D likelihood ratios.

For the rejection vs. e�ciency curve in Figure 3a Fisher-jets are trained on jets satisfying

pT 2 [250, 300] in 6 bins of �Rjj , and a combined 1D likelihood ratio distribution is

computed by taking the likelihood ratio for each jet computed with respect to appropriate

�Rjj bin and merging these likelihood ratio values into a single distribution. The N-

subjettiness distributions are not binned in �Rjj as this did not show any improvements

in performance. Figure 3b shows the e�ciency of W jets at a fixed QCD jet rejection of 10

as a function of jet pT for the FLD (combining the 6 bins of �Rjj for each jet pT bin) and

for N-subjettiness. It can be seen that FLD outperforms N-subjettiness for the full range

of jet pT examined.

It should be noted that the output of FLD and N-subjettiness are correlated, as shown

in Figures 4a and 4b for W and QCD jets respectively, with a correlation coe�cient of

approximately 0.7 for both W and QCD jets. Thus, the Fisher-jet approach is able to

combine in a linear way the information comprising the jet e↵ectively, and capture much

of the information of N-subjettiness and more. On the other hand, mass, which relies

on quadratic relationships between the inputs, is a simple quantity which FLD does not

reproduce, as shown in Figures 4c and 4d for W and QCD jets respectively. Since the

Fisher-jet output is only slightly correlated with mass, with a correlation coe�cient of

approximately -0.25 for both W and QCD jets indicating a small degree of anti-correlation,

the performance of the classifier does not change dramatically whether it is applied to a

small window around the W mass, or to a sample without jet mass cuts.
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Use of the linear Fisher discriminant 
for the purpose of W/h-tagging and 

q/g discrimination.

In some cases out-
performed N-subjetiness!
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Figure 1. Graphical representation of the Artificial Neural Network (ANN).

Networks in the context of image recognition, see for example [42].) Mathematically, the
ANN can be thought of as a succession of non-linear transformations:3

✏i ! h(1)
i = f (W(1)

i j ✏ j + b(1)
i )! · · ·! h(l)

i = f (W(l)
i j h(l�1)

j + b(l)
i )! Y = f (W(O)

j h(l)
j + b(O)),(3.1)

where f is the so-called activation function, chosen to be

f (z) =
1

1 + e�z . (3.2)

The inputs ✏i are simply the normalized energy deposits "ab defined above, rearranged
in a single 900-dimensional vector: "ab ⌘ ✏30a+b. The weights W(L)

i j and the biases b(L)
i are

numbers determined by the training procedure, which we will now describe.
To train the network, we use a set of N/2 top and N/2 QCD jets, where N is a large

number. For the i-th jet, we assign the “target output” variable: yi = 1 if it is a top jet,
and yi = 0 if it is a QCD jet. Training consists of adjusting the weights so that the actual
outputs of the ANN Yi correspond as close as possible to the target outputs yi, across the
training set. To quantify the error, we use the logarithmic loss variable

Log-loss = � 1
N

NX

i=1

⇥
yi log(Yi) + (1 � yi) log(1 � Yi)

⇤
. (3.3)

The goal of training is to choose weights that minimize this function. We use the back-
propagation algorithm [43], combined with gradient-descent minimization. In its simplest
version, the algorithm can be summarized as follows [44]:

1. Initialize the weights of each link to small random values.
3In Eq. (3.1) and below, repeated indices are always summed over.
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Feed the entire jet (splash pattern) as an array of pixels.

At each layer compute a weighted sum: 

We tried using Neural Networks (NN) to classify  
“splash patterns”
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Adjust (train) the weights          to give: 
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QCD

***   We use the standard back-propagation algorithm with gradient descent 

We tried using Neural Networks (NN) to classify  
“splash patterns”

Feed the entire jet (splash pattern) as an array of pixels.



jets in the training sample

Figure 2. ROC AUC on a cross-validation set of 50 000 jets, vs. number of jets in the training set.

improves with the training set size until Ntr ⇡ 40000 (i.e. 20000 top images and 20000 dijet
images), after which convergence is achieved. This indicates minimal over-fitting beyond
that point.

To further improve the performance of our tagger, we ensembled multiple neural
networks together. The idea is to train B neural networks together, with the output given
by the average of their outputs,

O = 1
B

BX

i=1

Yi. (3.8)

In our application, B = 10. All networks are trained using the same training set, but
the jets are weighted. For the first network, all weights are set to one. Jets which are
heavily misclassified by the first network are then assigned a larger weight, while jets
which are correctly classified are assigned a smaller weight. This re-weighted training set
is then used to train the second network, and so on. This procedure allows the training
algorithm to focus on specific events that are particularly arduous to classify, improving
overall performance. For some parameter choices, this method can be mapped to boosted
methods such as ADAboost [45], where the weak classifiers are feed-forward ANNs.

4 Results

The ensemble of ANNs described above has been trained on sets of about 50,000 top and
QCD jets each, in three pT bins, 500 � 600 GeV, 800 � 900 GeV, and 1100 � 1200 GeV. It
has then been applied to test sets consisting of about 15,000 top and QCD jets each, in the
same pT bins. The distribution of the neural network output O on the test sets is shown
in Fig. 3. The classification power of this observable is clear from the figure: top jets are
predominantly assigned O ⇡ 1.0, while QCD jets are predominantly assigned O ⇡ 0.0.
To use the ANN ensemble as a top-tagger, we simply choose a threshold value Oth, and
assign the “top tag” to any jet with O � Oth and the “QCD tag” to any jet with O < Oth.
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In training the NN, we found that a single NN  
often mis-indentifies some fraction of tops

Solution:   Train another NN with the same training sample, 
but force the weights of the mis-identified jets to be larger.

We actually did this B =10 times 
(computing power is cheap!)
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f (z) =
1

1 + e�z . (3.2)

The inputs ✏i are simply the normalized energy deposits "ab defined above, rearranged
in a single 900-dimensional vector: "ab ⌘ ✏30a+b. The weights W(L)

i j and the biases b(L)
i are

numbers determined by the training procedure, which we will now describe.
To train the network, we use a set of N/2 top and N/2 QCD jets, where N is a large

number. For the i-th jet, we assign the “target output” variable: yi = 1 if it is a top jet,
and yi = 0 if it is a QCD jet. Training consists of adjusting the weights so that the actual
outputs of the ANN Yi correspond as close as possible to the target outputs yi, across the
training set. To quantify the error, we use the logarithmic loss variable

Log-loss = � 1
N

NX

i=1

⇥
yi log(Yi) + (1 � yi) log(1 � Yi)

⇤
. (3.3)

The goal of training is to choose weights that minimize this function. We use the back-
propagation algorithm [43], combined with gradient-descent minimization. In its simplest
version, the algorithm can be summarized as follows [44]:

1. Initialize the weights of each link to small random values.
3In Eq. (3.1) and below, repeated indices are always summed over.
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. . . 

Allows the NN to “focus” more on the jets 
which failed the previous classification.

top “classifier”



Pre-processing of jets
Often, pattern recognition algorithms require some pre-processing 
of input data. 

Jet splash patterns are uniformly distributed with respect to the 
angle around the jet axis. 

E.g: Linear Fisher discriminant requires to rotate each image into the 
same frame (Not necessarily trivial)

jet-images with di↵erent energies. This step is analogous to the standardizing the

lighting conditions of images.

5. Binning: In many cases, the expected jet-images may vary significantly with a

known variable; in this case, the variable can divide a class of jet-images into a set

of sub-classes with more uniform jet-images. For instance, if the total transverse

energy of the jet-image or the �R between the subjets causes significant variations,

jet images can be binned into di↵erent ranges of the variable. This is analogous to

separating images based on the facial expression. A di↵erent discriminant can then

be trained separately for each sub-class.

(a) Jet-image prior to rotation (b) Rotated pixel grid (c) Jet-image after projection

onto rotated grid, before transla-

tion

(d) Average jet-image, prior to

rotation

(e) Average jet-image, after pre-

processing

Figure 1: The preprocessing of jet-images and the impact on the average jet-image for

W jets in which the leading jet with pT between 200 and 250 GeV. Note that the grid

in figure 1c appears shifted down to represent the jet-image before translation, which is

subsequently translated such that the leading subjet lies in the location (Q1 ⇠ 1.5, Q2 ⇠
1.25) as see in the final average jet-image of figure 1e.

An example of the image preprocessing with jets from hadronically decaying W bosons

can be seen in Figure 1 plotted using the ⌘ and � coordinates of the pixels relative to
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We have checked that we do not need to pre-
process the jets for NN to work	



!
However, the training sample size needs to be 
much larger if the jets are not pre-processed  

(NN needs to learn about the angle around 
the jet axis)



jets in the training sample

Figure 2. ROC AUC (area under the receiver operating characteristic curve) on a cross-validation
set of 50 000 jets, vs. number of jets in the training set.

and a value of 1.0 to a perfect classifier.3 As can be seen on Fig. 2, performance steadily
improves with the training set size until Ntr ⇡ 40000 (i.e. 20000 top images and 20000 dijet
images), after which convergence is achieved. This indicates minimal over-fitting beyond
that point.

To further improve the performance of our tagger, we ensembled multiple neural
networks together. The idea is to train B neural networks together, with the output given
by the average of their outputs,

O = 1
B

BX

i=1

Yi. (3.7)

In our application, B = 10. All networks are trained using the same training set, but
the jets are weighted. For the first network, all weights are set to one. Jets which are
heavily misclassified by the first network are then assigned a larger weight, while jets
which are correctly classified are assigned a smaller weight. This re-weighted training set
is then used to train the second network, and so on. This procedure allows the training
algorithm to focus on specific events that are particularly arduous to classify, improving
overall performance. For some parameter choices, this method can be mapped to boosted
methods such as ADAboost [52], where the weak classifiers are feed-forward ANNs.
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How large should a training sample be?

test sample of 50000 pre-processed top jets

Only about 
20000 events  

needed to train 
the NN
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Figure 3. Distributions of the ANN output O on top (red) and QCD (blue) jet samples in three
representative pT ranges. All distributions are normalized to unit area.
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Let’s look at a few examples…

Good signal/background separation. 	


So far so good… 
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Figure 5. Energy deposit patterns for three jets with the highest (top row) and lowest (bottom row)
ANN scores in the top sample with pT 2 [800, 900] GeV.

To discuss the performance of the ANN tagger, it is convenient to define e�ciency
and mis-tag rates as follows:

E↵ =
Ntop

top

Ntop
, Mistag =

Ntop
QCD

NQCD
, (4.1)

where Ntop and NQCD are the total number of jets in the top and QCD jet samples,
respectively, and Nb

a is the number of jets in sample a tagged as jets of type b (a, b =top,
QCD). E�ciency and mis-tag rates can be varied by varying the threshold Oth. The
performance of the ANN tagger is shown in Fig. 4, where for comparison we also show
the performance of three representative existing taggers, described in the Appendix. In
all cases, the ANN tagger outperforms the existing taggers, achieving lower mis-tag rates
for the same tagging e�ciency. The improvement is especially dramatic for high jet pT:
for example, for jets with pT 2 [1.1, 1.2] TeV range, the ANN tagger achieves 60% tagging
e�ciency with about 4% mis-tag rate, about a factor of 2 lower than the best of the existing
taggers in our comparison pool. This clearly demonstrates the promise of the ANN-based
approach.

What physical features of the jet are identified by the ANN as the primary charac-
teristics of a top jet? Some insight is provided by the energy deposit patterns of the
highest-scoring and lowest-scoring jets, according to the ANN output O, in the top sam-
ple. These are shown in Fig. 5. It is clear that the jets receiving high scores are characterized
by well-defined three-prong structure, with each of the three quarks from top decay form-
ing a well-defined, relatively isolated subjet. The lowest-scoring jets are those where
either the quarks are nearly collinear, or one of them is much softer than the other two (in
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Comparison with other top taggers

Figure 4. E�ciency vs. Mis-tag rate curves for the ANN tagger (blue/solid lines), for jets in three
representative pT ranges. For comparison, corresponding curves for three existing top taggers are
also shown: d12 tagger (yellow/dashed), top template tagger (green/dotted), and N-subjettiness
(red/dash-dotted).

– 9 –

NN top tagger 
performance better or 
comparable to some 
existing techniques!
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Comparison with other top taggers

~ factor of 2 -3 
improvement over 
existing methods!



Tagger Top Dijet
pT 2 [500, 600] pT 2 [1100, 1200] pT 2 [500, 600] pT 2 [1100, 1200]

TOM 0.50 0.52 0.52 0.65
N-sub. 0.59 0.52 0.48 0.31
ATLAS 0.33 0.44 0.42 0.72

Table 1. Correlation coe�cients between the ANN score and the output of alternative taggers, in
a variety of samples.

QCD Jet

QCD Jet l.

stin
U yrartibrA

Mass range
used for NN 

training QCD Jet

P

m [GeV]

Figure 8. Left: Jet mass distributions for top (blue) and dijet (red) samples with pT 2 [800, 900]
GeV window, and no mass cut. Dashed lines: all jets; solid lines: jets tagged as tops by the ANN
tagger. All distributions are normalized to unit total area. Right: probabilities for a jet in the top
(blue) and dijet (red) samples to be tagged as a top jet by the ANN tagger.

all cases, we observe significant, though far from perfect, positive correlations, with coef-
ficients ranging from about 0.3 to 0.7. A visual illustration is provided by Fig. 7, which
shows that the ranking of jets according to the ANN score and the N-subjettiness are
indeed correlated, in both top and light-jet samples; correlation plots for all other taggers
and pT ranges look very similar. This should not be surprising since all top taggers to
some extent exploit the same physical characteristics of the boosted top jets. Nevertheless,
as noted above, ANN systematically outperforms the other taggers in terms of tagging
e�ciency vs. mistag rates, indicating that the complicated non-linear observable created
by the ANN learning process captures the information present in the jet substructure in a
more optimal way. In other words, it seems that all taggers find roughly the same subset
of jets to be “easily classifiable”, and all have a very good success rate on this subset.
However, the ANN tagger seems to be able to correctly classify a higher fraction of the jets
outside of this subset, leading to higher overall success rate.

Another interesting question is how the ANN performance varies with the jet mass.
The training samples and test samples in all plots shown so far only contain jets in a
130 . . . 210 GeV mass window, where most top jets are expected to lie. We also applied
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NN tagger filters jet mass.

Very interesting that high mass events  
always pass selection



We also tried training on the full mass range

Slight improvement	


when trained on the 	


whole mass range



Correlation with other taggers

Both the NN tagger and TemplateTagger 
see tops for what they are

Figure 5. Energy deposit patterns for three jets with the highest (top row) and lowest (bottom row)
ANN scores in the top sample with pT 2 [800, 900] GeV. Color coding represents the fraction of the
total jet energy found in a cell.

Figure 6. Energy deposit patterns for three jets with the lowest (top row) and highest (bottom row)
ANN scores in the QCD jet sample with pT 2 [800, 900] GeV. Color coding represents the fraction
of the total jet energy found in a cell.

likely to be mis-identified as tops, have well-defined, isolated subjets, while the QCD jets
correctly tagged as such do not: see Fig. 6.

To gain further insight, we studied correlations of rankings based on the ANN scores
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NN sensitive to “prongs" of the jet



Background outputs are also correlated. 

Figure 5. Energy deposit patterns for three jets with the highest (top row) and lowest (bottom row)
ANN scores in the top sample with pT 2 [800, 900] GeV. Color coding represents the fraction of the
total jet energy found in a cell.

Best QCD Jet Best QCD Jet Best QCD Jet

Worst QCD JetWorst QCD JetWorst QCD Jet

Figure 6. Energy deposit patterns for three jets with the lowest (top row) and highest (bottom row)
ANN scores in the QCD jet sample with pT 2 [800, 900] GeV. Color coding represents the fraction
of the total jet energy found in a cell.

likely to be mis-identified as tops, have well-defined, isolated subjets, while the QCD jets
correctly tagged as such do not: see Fig. 6.

To gain further insight, we studied correlations of rankings based on the ANN scores
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There are still many things to understand 
about the NN tagger… 

!
!

… but, the first results are already extremely interesting, 
suggesting that image processing technology is useful in 

boosted jet tagging! 



Many interesting things also remain to be done! 

THANK YOU!

• add more information to the NN (b-tag, tracking information …). 
• What is the best input for NN?!?? 
• study in more detail correlations between NN and other taggers. 
• currently studying boosted boson tagging. 
• quark/gluon discrimination. 
• experimenting with NN architecture, optimization of parameters etc. 
• Try other pattern recognition technology (we are about 20 years behind). 
• ….


