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Long Shutdown activities: getting ready for Run-2

Many improvements in the detector and
consolidation work during LS1 (2013-14)

◦ New 4th pixel layer: IBL detector
◦ New pixel Service Quarter Panels

(nSQP)
◦ Replacement of all calorimeter Low

Voltage power supplies
◦ Consolidation of TileCal read-out

electronics
◦ Finish the installation of the Extra Endcap

muon chambers
◦ Additional chambers in the feet and

elevators region
◦ New LUCID (LUminosity measurement

using a Cherenkov Integrating Detector)
◦ New Central Trigger Processor: L1 rate

increase from 75 kHz to 100 kHz
◦ New L1 topological trigger
◦ Unified High Level Trigger architecture
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2015 data taking

◦ First collisions at
√
s = 13 TeV recorded in

May, stable beams since June
◦ Peak Lumi: 1.6×1033 cm−2s−1

◦ Recorded luminosity: 100 pb−1

◦ Luminosity uncertainty of 9%
◦ Average of 20 collisions per bunch crossing
◦ Bunch spacing: 50 ns
◦ Excellent data taking efficiency and data

quality: 93.3% of the data is good for physics
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Tracking performance

◦ ATL-PHYS-PUB-2015-018
◦ Good agreement between data and simulation in basic track properties (number

of hits per track, etc.)
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◦ Some of the discrepancies observed used to improve the MC
◦ Example: average number of pixel hits used to improve the description of dead

and inefficient pixel modules in the simulation

Before correction Corrected
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(c) Average number of SCT Hits vs ⌘
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Figure 3: Comparison of the average number of (a) IBL, (b) pixel, (c) SCT and (d) TRT hits per selected track as a
function of pseudorapdity of the track in data and simulation for the loose track selection.

5 Track Parameter Resolution

The primary vertex4 is in the following used as reference point to measure the impact parameter. Figure
6 shows the transverse and longitudinal impact parameters in data and simulation for tracks passing the
loose track selection. A subset of the previously discussed data from low µ runs at

p
s = 13 TeV is used.

The loose track selection is applied. The simulation again is reweighted to take into account the (pT , ⌘)
kinematics of tracks, as well as the z-vertex distribution in data. The observed di�erences in Figure 6(a)
arise from discrepancies in the material description used in simulation for the IBL, a e�ect dominant
at low pT. At higher pT, also the residual misalignment of the detector components contributes to the
discrepancy. The impact parameter resolution is driven by the resolution of the individual measurements
in the pixel detector. In simulation, the resolution of the longitudinal measurements is known to be
superior to that in data due to a simplified energy deposit model. This e�ect is visible in Figure 6(b).

Since the impact parameter is measured with respect to the primary vertex, the resolution of the primary

4 The primary vertex is defined as the one with the highest sum of pT of tracks associated to it.
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Figure 4: Comparison of the average number of pixel hits per selected track as a function of pseudorapdity of the
track in data and simulation for the loose track selection. The Monte Carlo simulation uses an updated description
of dead and ine�cient modules derived specifically for the data set which is plotted.
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Figure 5: E�ciency to extend a track reconstructed in the pixel detector to the (a) SCT and the e�ciency to extend
a track reconstructed in the silicon detectors to the (b) TRT in data and simulation.

vertex is unavoidably folded into the impact parameter’s intrinsic resolution. Moreover, even the unbiased5
primary vertex resolution depends on the pT and ⌘ of the track in question, due to the correlations of this
track with the remaining tracks present in the same event � though this is a minor e�ect. As the impact
parameter resolution depends on the tracks kinematics, its distribution is further convolved as a function of
pT and ⌘. For a proper comparison between data and simulation the impact parameter resolution needs to
be unfolded from the resolution of its reference point. This iterative deconvolution procedure is described
elsewhere [13]. It was validated by comparing the unfolded resolution in simulation to the one known for
5 The unbiased resolution of a vertex measurement can be obtained by removing a specific track from the inputs used to

determine the vertex’s position and then recalculating it.
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Tracking performance

IDTR-2015-007
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◦ Comparison of Run1 and
Run2 impact parameter
resolution

◦ Unfolded variables to remove
the contribution from the
vertex resolution

◦ Big improvement due to IBL

◦ Split hit: identified as created
by multiple particles by a NN

◦ Shared hit: on more than one
track and not marked as split

◦ Good data/MC agreement for
the number of shared IBL hits

◦ Up to 15% discrepancies for
split hits in the core of the jets,
∆R(jet, track) < 0.05

Tracking inside jets (ATL-PHYS-PUB-2015-018)
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◦ Measurements of charged

particle distributions at√
s = 13 TeV
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reasonable description of data
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Underlying event

�����

Leading track

Toward
|��| < 60�
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|��| > 120�

Transverse
60� < |��| < 120�

Transverse
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Figure 1: Definition of UE regions as a function of the azimuthal angle with respect to the leading track

2 Event and object selection

The ATLAS detector covers almost the whole solid angle around the collision point with layers of
tracking detectors, calorimeters and muon chambers. It is described in detail elsewhere [11]. For the
measurements presented in this paper, the tracking devices and the trigger system are of particular im-
portance. The innermost pixel layer, the insertable B-layer (IBL) [12, 13], was added between Run 1
and Run 2 of the LHC, around a new thinner (radius of 25 mm) beam pipe. It is composed of 14 azi-
muthal lightweight staves, each of them made of 12 silicon planar sensors in its central region and 2⇥4
3D sensors at the ends. The pixel sizes are smaller than for the other pixel layers giving better longit-
udinal impact parameter resolution. The smaller radius gives rise to better transverse impact parameter
resolution. Furthermore new service quarter panels have been implemented which significantly reduce
the material at the boundaries of the active tracking volume.

This analysis uses the same dataset and follows the ATLAS charged particle distribution ana-
lysis [14] regarding event and track selections. Events were collected from colliding proton bunches
where the Minimum Bias Trigger Scintillators recorded one or more counters above threshold on either
side of the detector.

The data sample corresponds to an integrated luminosity of 170 µb�1. The only additional require-
ment for this analysis was the presence of a leading track with a pT of at least 1 GeV. This requirement
results in a fully e�cient trigger, hence no trigger requirement is imposed in MC events.

To reduce the contribution from background events and additional interactions, events are required
to contain a primary vertex [15] and no second vertex with four or more tracks. The rate of background
events from non-colliding beams is estimated to be less than 0.01% and the contribution from tracks
from additional interactions is less than 0.01% after this requirement.

2

◦ ATL-PHYS-PUB-2015-019
◦ Track distributions sensitive to the

properties of the underlying event:
number of tracks and scalar sum of
track pT per unit η−φ

◦ Discriminating power between different
MC models: no large discrepancies
observed

less over the majority of the distributions shown in this note. This tracking e�ciency uncertainty dis-
tribution is also taken from the corresponding charged particle distribution analysis [14]. No correction
for secondary tracks is performed.

The average track density and average scalar sum pT density of tracks are plotted as a function of
|��| in Figure 2. They are expected to show a gradual transition from more inclusive minimum-bias
type events to events with an identified hard scatter. MB tunes like Pythia8 A2 and Epos do better for
the lower plead

T slice, while UE tunes like A14, Monash and Herwig++ UEEE5 do better for the higher
plead

T slice. In general however these distributions do not show a significant di↵erence in shape between
data and MC predictions as seen in an early Run 1 analysis, Ref. [1].

In Figure 3, the average densities of track multiplicity and scalar sum pT are shown. In the trans-
verse region, both show a gradual increase, rising to an approximately constant “plateau” for plead

T > 6
GeV. For higher values of plead

T , the toward and away regions include contributions from jet-like activ-
ity, yielding gradually rising average sum pT density. Among the MC models, Pythia 8 A14, Monash
and Herwig++ UEEE5 predictions are closest to data in the plateau part of the transverse region, but
none of the models describe the initial rise well. The Epos generator predicts significantly less activity
at higher plead

T , indicating the absence of semi-hard minimum bias events. Compared to 7 TeV results,
these represent roughly around a 20% increase to the UE activity.
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Figure 2: Comparison of detector level data and MC predictions for the |��| distributions of average
track multiplicity density, hd2Nch/d⌘ d|��|i (top row) and average scalar pT sum density of tracks,
hd2PpT/d⌘ d|��|i (bottom row). The leading track is defined to be at �� = 0, and excluded from the
distributions. The distributions obtained by restricting plead

T to di↵erent values are shown separately.
The bottom panels in each plot show the ratio of MC predictions to data. The shaded bands represent the
combined statistical and systematic uncertainties, while the error bars show the statistical uncertainties.
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less over the majority of the distributions shown in this note. This tracking e�ciency uncertainty dis-
tribution is also taken from the corresponding charged particle distribution analysis [14]. No correction
for secondary tracks is performed.

The average track density and average scalar sum pT density of tracks are plotted as a function of
|��| in Figure 2. They are expected to show a gradual transition from more inclusive minimum-bias
type events to events with an identified hard scatter. MB tunes like Pythia8 A2 and Epos do better for
the lower plead

T slice, while UE tunes like A14, Monash and Herwig++ UEEE5 do better for the higher
plead

T slice. In general however these distributions do not show a significant di↵erence in shape between
data and MC predictions as seen in an early Run 1 analysis, Ref. [1].

In Figure 3, the average densities of track multiplicity and scalar sum pT are shown. In the trans-
verse region, both show a gradual increase, rising to an approximately constant “plateau” for plead

T > 6
GeV. For higher values of plead

T , the toward and away regions include contributions from jet-like activ-
ity, yielding gradually rising average sum pT density. Among the MC models, Pythia 8 A14, Monash
and Herwig++ UEEE5 predictions are closest to data in the plateau part of the transverse region, but
none of the models describe the initial rise well. The Epos generator predicts significantly less activity
at higher plead

T , indicating the absence of semi-hard minimum bias events. Compared to 7 TeV results,
these represent roughly around a 20% increase to the UE activity.
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Figure 2: Comparison of detector level data and MC predictions for the |��| distributions of average
track multiplicity density, hd2Nch/d⌘ d|��|i (top row) and average scalar pT sum density of tracks,
hd2PpT/d⌘ d|��|i (bottom row). The leading track is defined to be at �� = 0, and excluded from the
distributions. The distributions obtained by restricting plead

T to di↵erent values are shown separately.
The bottom panels in each plot show the ratio of MC predictions to data. The shaded bands represent the
combined statistical and systematic uncertainties, while the error bars show the statistical uncertainties.
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Jets

◦ Early jet cross section measurement at√
s = 13 TeV

◦ JES and JER uncertainties derived with
8 TeV data, completed with specific
components for 13 TeV analysis

◦ Data in agreement with fixed-order NLO
perturbative QCD calculations

◦ More precise measurements over a
wider kinematic region coming soon

ATL-PHYS-PUB-2015-015
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Large-R jets

First jet substructure studies at
√
s = 13 TeV (ATLAS-CONF-2015-047)

◦ Trimmed jets
anti-kt R=1.0 trimmed with Rsub=0.2 kt subjets and fcut=0.05 (from LCW clusters)

◦ Split-filtered jets
C/A R=1.2 filtered with BDRS µfrac=1, ycut=0.15, Rsub=0.3 kt subjets (from LCW clusters)

◦ Re-clustered jets
re-clustered anti-kt R=1.0 jets (from R=0.4 jets which are in turn built from EM clusters)

The mass of the jet is calculated from the energy and momenta of the constituents

M2 =

(
∑
i

Ei

)2

−

(
∑
i

pi

)2

The MC is normalized to the observed yield in data, only stat uncertainties shown
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Large-R jets

◦ Additional substructure quantities
studied in the case of trimmed jets:
◦ N-subjettiness
◦ Splitting scales
◦ Energy correlation functions
◦ Constituent and associated

object multiplicities

◦ Agreement between the data and
MC within 15%

◦ Very good agremeent in the core of
many distributions
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Large-R jets

◦ Additional substructure quantities
studied in the case of trimmed jets:
◦ N-subjettiness
◦ Splitting scales
◦ Energy correlation functions
◦ Constituent and associated

object multiplicities

◦ Agreement between the data and
MC within 15%

◦ Very good agremeent in the core of
many distributions
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W -boson production

◦ ATL-PHYS-PUB-2015-021
◦ W selection: 1 isolated lepton with pT > 25 GeV, Emiss

T > 25 GeV, mT > 50 GeV
◦ Top and W /Z boson estimated with MC
◦ Multijet background estimated from data
◦ Data-driven correction factors would be needed to further improve the agreement

of data with simulation in the distributions, notably in the electron channel

Detector-level plots
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Z -boson production

◦ ATL-PHYS-PUB-2015-021
◦ Z selection: 2 opposite-sign leptons with pT > 25 GeV, 66 <m`` < 116 GeV
◦ Top and W /Z boson estimated with MC
◦ Negligible multijet background

Detector-level plots
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Z + jets production

◦ ATL-PHYS-PUB-2015-021

◦ Also starting to look at Z
production in association
with jets

◦ Important background for
new physics searches

◦ Anti-kt R = 0.4 jets with
pT > 30 GeV, |y |< 2.5

◦ Jet-vertex tagger likelihood
for jets with pT < 50 GeV,
|η |< 2.4 to suppress pileup

◦ ∆R(`, jet) > 0.4

◦ SHERPA v2.1.1 Z + jets
signal samples (up to 2
partons at NLO and 4
partons at LO)

◦ Background contributions
estimated from MC

Detector-level plots
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t t̄→→→eµµµ + 2 b-jets event display

A. Ruiz (CERN) BOOST2015, Chicago, 13 August 2015 15



t t̄ cross section measurement

◦ Measurement of the tt̄ production cross section (ATLAS-CONF-2015-033)
◦ Event selection: opposite-sign e + µ pair and 1-2 b-jets
◦ Wt, diboson, Z → ττ → eµ backgrounds from MC
◦ Data-driven estimation of the background from mis-identified lepton
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Figure 2: Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |⌘|
of the electron, (d) the pT of the electron, (e) the |⌘| of the muon and (f) the pT of the muon, in events with an
opposite-sign eµ pair and at least one b-tagged jet. The data are compared to the expectation from simulation,
broken down into contributions from tt̄ (using the baseline Powheg+Pythia6 sample), single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same number of entries as the data. The last histogram
bin includes the overflow.
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Figure 2: Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |⌘|
of the electron, (d) the pT of the electron, (e) the |⌘| of the muon and (f) the pT of the muon, in events with an
opposite-sign eµ pair and at least one b-tagged jet. The data are compared to the expectation from simulation,
broken down into contributions from tt̄ (using the baseline Powheg+Pythia6 sample), single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same number of entries as the data. The last histogram
bin includes the overflow.
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Figure 1: Distributions of the number of b-tagged jets in preselected opposite-sign eµ events. The data are
shown compared to the expectation from simulation, broken down into contributions from tt̄ (using the baseline
Powheg+Pythia6 sample), Wt single top, Z+jets, dibosons, and events with fake electrons or muons, normalised to
the same integrated luminosity as the data.

but with the opposite sign, (d�tt̄/dCb)/(�tt̄/Cb) = 1. The systematic uncertainties on these quantities are197

discussed in Section 5.198

4.1 Background estimation199

Most background contributions are estimated from simulation. The Wt single top background is normal-200

ised to the approximate NNLO cross-section of 71.7 ± 3.8 pb, determined as in Ref. [47]. The diboson201

background normalisation is estimated using Sherpa as discussed in Section 2. The normalisation of the202

Z+jets background, originating from events with a Z ! ⌧⌧ ! eµ decay accompanied by one or two203

b-tagged jets, is estimated from the Powheg+Pythia8 simulation samples and cross-checked with data, as204

described in Section 5.205

The background from events with one real and one misidentified lepton is estimated from a combination206

of data and simulation, using the method employed in the previous publication. Simulation studies show207

that the samples with a same-sign eµ pair and one or two b-tagged jets are dominated by events with a208

misidentified lepton, with rates comparable to those in the opposite-sign sample. The contributions of209

events with misidentified leptons are therefore estimated using the same-sign event counts in data after210

subtraction of the estimated prompt same-sign contributions, multiplied by the opposite- to same-sign211

fake-lepton ratios R j for j = 1 and 2 b-tagged jets predicted from simulation. This procedure is illustrated212

in Table 2, which shows the expected breakdown of same-sign event counts in terms of prompt and213

misidentified lepton events, and the corresponding predictions for misidentified leptons in the opposite-214

sign sample. The values of R j are taken to be R1 = 1.5 ± 0.5 and R2 = 1.8 ± 1.0. The uncertainties215

encompass the di↵erent values of R j predicted for the various sub-components of the misidentified lepton216

background, which is dominated by electrons from photon conversions, followed by electrons and muons217
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Figure 2: Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |⌘|
of the electron, (d) the pT of the electron, (e) the |⌘| of the muon and (f) the pT of the muon, in events with an
opposite-sign eµ pair and at least one b-tagged jet. The data are compared to the expectation from simulation,
broken down into contributions from tt̄ (using the baseline Powheg+Pythia6 sample), single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same number of entries as the data. The last histogram
bin includes the overflow.
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Figure 2: Distributions of (a) the number of jets, (b) the transverse momentum pT of the b-tagged jets, (c) the |⌘|
of the electron, (d) the pT of the electron, (e) the |⌘| of the muon and (f) the pT of the muon, in events with an
opposite-sign eµ pair and at least one b-tagged jet. The data are compared to the expectation from simulation,
broken down into contributions from tt̄ (using the baseline Powheg+Pythia6 sample), single top, Z+jets, dibosons,
and events with fake electrons or muons, normalised to the same number of entries as the data. The last histogram
bin includes the overflow.
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t t̄ cross section measurement

◦ Cross section expected to increase by a factor of 3.3 from 8 TeV→ 13 TeV,
extracted with the same methodology as Run-1 (Eur. Phys. J. C 74 (2014) 3109)

◦ Fit to obtain σtt̄ and the efficiency to reconstruct and b-tag a jet from a top quark
decay (εb) using the event counts with one and two b-jets

N1 = Lσtt̄εeµ 2εb(1−Cbεb) +N
bkg
1

N2 = Lσtt̄εeµCbε
2
b +N

bkg
2

◦ Result: σtt̄ = 825 ± 49 (stat) ± 60 (syst) ± 83 (lumi) pb
◦ NNLO+NNLL calculation: 832+40

−26 pb at mt = 172.5 GeV
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Figure 3: Cross-section for tt̄ pair production in pp and pp̄ collisions as a function of centre-of-mass energy.
ATLAS results in the dilepton eµ channel at

p
s = 13, 8 and 7 TeV, as well as the Tevatron combination at

p
s =

1.96 TeV, are compared to the NNLO+NNLL theory predictions.
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Getting ready for new physics searches

◦ Studies with early 13 TeV data to understand backgrounds: data-MC
comparisons for key search-sensitive distributions, and control regions used for
background estimation

◦ Goal: be prepared for New Physics when enough data available
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Summary

◦ Many improvements in ATLAS during LS1 (2013-14): new IBL detector,
upgrade and consolidation of detectors, electronics and trigger, etc.

◦ Run-2 has just started: ∼100 pb−1 of data at
√
s = 13 TeV collected (twice as

much data as in the 2010 run)
◦ Starting to understand the detector performance: tracking, trigger, electrons,

photons, muons, jets, etc.
◦ Re-discovering well-known processes: J/ψ, W , Z
◦ Very first physics measurements at

√
s = 13 TeV: minimum bias, underlying

event, “ridge”, tt̄ cross section
◦ Too early for new physics searches, but started to compare data and MC in

control region and discriminant distributions
◦ Many more interesting results to appear as we acquire more data: stay tuned!

All the recent ATLAS results with 13 TeV data:
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/Summer2015-13TeV
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Large-R jets

◦ Energy correlation functions (ECFs) construct a complete representation of the
jet by combining the pT and angular separation of all jet constituents (ECF1), all
pairs of jet constituents (ECF2), and all triplets of jet constituents (ECF3):

ECF1(β) =
n

∑
i=1

pT,i

ECF2(β) =
n

∑
i=1

n

∑
j=i+1

pT,i pT,j ∆R
β

ij

ECF3(β) =
n

∑
i=1

n

∑
j=i+1

n

∑
k=j+1

pT,i pT,j pT,k (∆Rij ∆Rjk ∆Rki )
β

◦ Ratios of these energy correlation functions are useful in identifying and thus
rejecting jets from multijet processes:

C
β

2 =
ECF3(β)×ECF1(β)

ECF2(β)2

D
β

2 = C
β

2 ×
ECF1(β)2

ECF2(β)
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Z→→→ee event display
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Z→→→ µµµµµµ event display
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Top kinematic distributions

◦ Single lepton channel (ATL-PHYS-PUB-2015-017)
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