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Purpose of Fault Tracking

Complete & Consistent Tracking will allow to identify:
* Problems as early as possible

= allowing for timely mitigation

« Key issues which will limit performance of accelerators or
equipment in the future (Run2, Run3, HL-LHC)

Aim: Increase availability, both short and long-term, by
dealing with issues ASAP

Track faults in two areas:

1. Directly affecting accelerator operation — identify root causes

2. Equipment faults independently of immediate impact on accelerator operation
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What has been done Iin the Past

Lots of different tools, used by different teams, for logging of
faults:

- eLogbook, Post-Mortem, Radiation Working Group
pages, tools in equipment groups (JIRA, Excel, Onenote,
eLogbook)

Lots of effort required from individuals-teams-working
groups to gather and exploit fault data

Nevertheless, difficult to get a consistent picture



Predictions & Fault-Tracking

| Weekly R2E Shift|

lllll

s Post Mortem Database
Ben X Deleteem
Manage
Post Mortem Database - Data Browser
& ault o 11.R78
O earfier cases due to SC s t = T
mm N
vy . 1
Y " 1 Global PM events B
2 ; . : o s g ’
) i POAICTON hoas PO OV Mvece "o au ® ¢ > o
HC WA
) nien TON (uas 1OR TGS “m o 15 s ' we -
Ary 24 5500 PRI AN PO CTON b OO N e ax s ¢
— M~ o NECTO
. v F J ’ '_. 3 2 »_Jaaas 'l_“l‘ PROITRA VIS e ”rvn an e L TR -
N Raw Ay >N
t @ f SEE - Ao T
» 7Y AW PRITICTON D PROTON YIS MOCS A m ’ ‘ LA .
- 4 ~a
LT v B PR TCTON PROTORFSTICE ?w--.\?‘ FoL ]
! " 7S nasantn - St
FQuipment Fadure Mode Other
NGO aon MeasUres Not Knowr o k 'th th f"l b \ ;.‘ ::"'y"'-x:am PR ICTON U PROTOR SN YRGS ‘.:; 00 N ) TR0 1
S - 3] " now b S E
Link wi e Thi numbpber
ENéective Date 20/058/2011 ™ e
‘“ 42 3 T ) A P HCTON Doas PRO TN NTLCS Craen ot
HC I 2 ? 3
~ B = . ¥l —— = = )
P R ety OVICTONIAD  OTRGNVECS S wrnw Y o mar po— —

Details on radiation failure

Mps Expert Comment Mps Dump Cause Mps First ‘setection Seu Dump Seu Appeared Other Than Dump

Suspected SEU on QPS. Dump PS PIC

clean.
10-14-2014

CERN R2E Status — Chamonix 2014

il
Radwg Entry

| RadWG link1
Possible YES RadWGfink2

September 2342014




LHC Cardiogram



LHC Cardiogram

Graphical analytic tool for combining data from different
sources

= Operational overview of LHC over time



LHC Cardiogram

Graphical analytic tool for combining data from different
sources

= Operational overview of LHC over time

Initially created by members of “Availability Working Group”
B. Todd, L. Ponce, A. Apollonio



LHC Cardiogram

Graphical analytic tool for combining data from different
sources

= Operational overview of LHC over time

Initially created by members of “Availability Working Group”
B. Todd, L. Ponce, A. Apollonio

Tedious work to gather and prepare all the necessary data
—>several months for 2010-2012 cardiogram
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Accelerator Fault Tracking Project

BE Department Project, launched February 2014

Based on initial inputs from:
« LHC Beam Operation Workshops
« Availability Working Group
« Workshop on Machine Availability & Dependability for Post-LS1 LHC
 Beam Operations teams

Goals:
» Capture consistent & complete fault data
 Facilitate fault tracking for all interested parties (OP, equipment groups, working groups)
 Single source of data — easier to complete, clean & analyse.

* Provide consistent - standardised statistics, analyses, reports for different uses
(daily / weekly reports for meetings and follow-up providing easy summaries)

* Interactive overview of faults (cardiogram on demand)
* Proactively identify incomplete data
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AFT Planning

Provide infrastructure to consistently & coherently capture, persist and make available
accelerator fault data for further analysis.

Foreseen project stages:

1. Putin place a fault tracking infrastructure to capture LHC fault data from an operational
perspective

- Enable data exploitation by others (e.g. AWG and OP) to identify areas to improve
accelerator availability for physics

- Ready before LHC beam commissioning

- Infrastructure should already support capture of equipment group fault data, but not primary
focus

We are here...

2. Focus on equipment group fault data capture
3. Explore integration with other CERN data management systems (e.g. Infor EAM)
- potential to perform deeper analyses of system and equipment availability
- in turn - start predicting and improving dependability

To support data analysis, AFT data extraction infrastructure should also provide data
complimentary to the actual fault data - such as accelerator operational modes and states.

Scope:

Initial focus on LHC, but aim to provide a generic infrastructure capable of handling fault data of
any CERN accelerator.
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Fault Capture

Web interface available

Home Register Fault Search Faults Statistics Reports Cardiogram Support

Register Fault

Start Time: 01-06-2015 09:51:13
System: -- Select value --
Classification: -- Select value --
Blocking Operations Prevents Injection
_| Access Needed _| RP Needed
Description:

Register

but...



Fault Capture by Operators

Important for OP not to use a new / additional tool
= fault capture via existing operational Logbook - ensure complete data
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Fault Capture by Operators

Important for OP not to use a new / additional tool
= fault capture via existing operational Logbook - ensure complete data

# xv 3.10a <unregistered> |
(0 Add Fault Access

Set/remove Fault Fault Registration Db
Beam Loss

Fault Level Faulty System

Beam Instrumentation »
| warning Click to Select Collimators »
MPS System
Controls
Cryogenics
Experiments
Injection
Operation
RF
ADT
Orbit
Technical Services

Injectors
AFT Flags YVacuum

|| Blocking Operations || Prevents Injection SIS

QPs

Power Converters
Other

IT Services

Faulty Element

Description

TSP WN3 M

| | Access Needed | | RP Needed

v VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV VvV Vv Vv v

1
2
3
4
5
6
7
3
9
10
11
12

Ok
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Fault Updates by AWG

In order to ensure coherent data, weekly review by Availability Working Group

Home Register Fault Search Faults Statistics Reports Cardiogram Support

Interval: -- Select value -- v Start: Click to open calendar... End: Click to open calendar...
Current _
Last Last 24h
Previous Last 7 days
By year Last 30 days
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Fault Updates by AWG

In order to ensure coherent data, weekly review by Availability Working Group

Home Register Fault Search Faults Statistics Reports Cardiogram Support
Interval: -- Select value -- v Start: Click to open calendar... End: Click to open calendar... Search
Current
Last Last 24h
Previous Last 7 days
By year Last 30 days
Home Register Fault Search Faults Statistics Reports Cardiogram Support Login
Interval: -- Select value -- - Start: 01-05-2015 00:00:00 End: 08-05-2015 00:00:00 Search
Filter Search results
By State: Name Start time End time OP Duration State
All Values
LHC » Injectors » No beam 07-05-2015 17:16:51 07-05-2015 17:18:06 0d00h 01m 15s OP Ended
By System: LHC » Injectors » No beam 07-05-2015 16:04:33 07-05-2015 16:45:52 0d00h 41m 19s OP Ended
All Values
LHC » Injectors » No beam 07-05-2015 15:50:40 07-05-2015 15:55:50 0d 00h 05m 10s OP Ended
Exclude child faults LHC » Operation » Operational efror 07-05-2015 14:10:36 07-05-2015 14:10:37 0d 00h 00m 01s OP Ended
Clear Filters LHC » Injectors » No beam 07-05-2015 10:29:57 07-05-2015 11:19:09 0d 00h 49m 12s OP Ended
1 MM w Inlartare w N haam N7.NA2N1 8 NR-NMANA N7.NA.2N A NAC1AM NA NNk N7m N NP Endan
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Fault Updates by AWG

In order to ensure coherent data, weekly review by Availability Working Group

Cardiogram

01-05-2015 00:00:00

Home Register Fault Search Faults Statistics Reports
Interval: -- Select value -- - Start:
Filter
By State: Name
All Values
LHC » Injectors » No beam
By System: LHC » Injectors » No beam
All Values
LHC » Injectors » No beam
Exclude child faults LHC » Operation » Operational error
Clear Filters LHC » Injectors » No beam

LHC » Injectors » No beam

LHC » QPS » Controller

View

Support

End:

08-05-2015 00:00:00

Search results

Start time

07-05-2015 17:16:51

07-05-2015 16:04:33

07-05-2015 15:50:40

07-05-2015 14:10:36

07-05-2015 10:29:57

07-05-2015 08:09:06

07-05-2015 05:49:13

07-05-2015 03:28:47

N7-NR-2MA NA'N4A-21

End time

07-05-2015 17:18:06

07-05-2015 16:45:52

07-05-2015 15:55:50

07-05-2015 14:10:37

07-05-2015 11:19:09

07-05-2015 08:16:09

07-05-2015 05:49:14

07-05-2015 04:26:18

N7-NA-2015 N3'N4A-22

Search

OP Duration

0d 00h 01m 15s

0d 00h 41m 19s

0d 00h O5m 10s

0d 00h O0Om O1s

0d 00h 49m 12s

0d 00h 07m 03s

0d 00h 00m O1s

0d 00h 57m 31s

Nt OOKh DNM N1a

OP Ended
OP Ended
OP Ended
OP Ended
OP Ended
OP Ended
OP Ended

OP Ended

OP Fnriad

14

Login



Fault Updates by AWG

In order to ensure coherent data, weekly review by Availability Working Group
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Home Create Fault

Fault properties A

Start Time:

End Time:

Creator:

Source:

System:

Classification:

Description:

Fault references Vv

Fault state changes Vv

Edit fault

22-10-2012 22:07:36 Creation Time: 05-11-2014 16:45:39

22-10-2012 22:30:11 Fault duration: 0d 00h 22m 35s

script Current state: OP_ENDED

LHC Logbook Change state: End fault - System Expert Cancel fault
Other v Prevents Injection Access Needed ' RP Needed
External v

{*fault_description": {"group_name": "Miscellaneous”, "fault_name": "VOID", "element”: "S81 tripped", "description”: null}}

Revert Commit changes

16
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Fault references A

Parent fault: Faults 31-10-2014 15:20:¢ Faults

LHC»LBDS & from: to: ".D“ <

Child faults: Update
LHC » LBDS ®

A"

LHC » LBDS S

Faults blocked by current fault: =
LHC » LBDS =

LHC » Beam Instrumentation » BPMIR6 A & ®

) LHC » LBDS =

Start time: 03-11-2014 10:09:58 / g

End time: 27-11-2014 10:13:04 / & e T e ~

LHC » Beam Loss

Faults blocking current fault: LHC » Beam Instrumentation » BPM IR6

LHC » Beam Loss » Transverse instabilities v & LHC » Beam Loss » Other

LHC » Beam Loss » Transverse instabilities

LHC » Access
LHC » Access
»

Fault state changes A

State change time State

Creator
26-10-2014 1521114 7/ NON_BLOCKING_OP rbaguest
27-10-2014 15:29:53 / BLOCKING_OP rbaguest

28-10-2014 15:29:54 / NON_BLOCKING_OP baguest 17



Fault references A

_’ Parent fault: Faults 31-10-2014 15:20: Faults
| LHC » LBDS from: w0 Fake . <
Child faults: Update

LHC » LBDS @

A"

LHC » LBDS S

Faults blocked by current fault: =
LHC » LBDS =

LHC » Beam Instrumentation » BPMIR6 A & ®

) LHC » LBDS =

Start time: 03-11-2014 10:09:58 / g

End time: 27-11-2014 10:13:04 / & e T e ~

LHC » Beam Loss

Faults blocking current fault: LHC » Beam Instrumentation » BPM IR6

LHC » Beam Loss » Transverse instabilities v & LHC » Beam Loss » Other

LHC » Beam Loss » Transverse instabilities

LHC » Access
LHC » Access
»

Fault state changes A

State change time State

Creator
26-10-2014 1521114 7/ NON_BLOCKING_OP rbaguest
27-10-2014 15:29:53 / BLOCKING_OP rbaguest

28-10-2014 15:29:54 / NON_BLOCKING_OP baguest 17



Fault references A

Parent fault:
| LHC » LBDS

¢ Child faults: ‘
b LHC » LBDS ® §

Faults blocked by current faulit:
LHC » Beam Instrumentation » BPMIR6 A &

Start time: 03-11-2014 10:09:58 /
End time: 27-11-201410:1304 / &

Faults blocking current fault:

LHC » Beam Loss » Transverse instabilities v &

Fault state changes A

State change time
26-10-2014 15:21:14 /
27-10-2014 15:29.53 /

28-10-2014 152954 /

Faults 31-10-2014 15:20:% Faults
from: to:

Update

LHC » LBDS
LHC » LBDS
LHC » LBDS
LHC » Beam Instrumentation » BPM
LHC » Beam Loss

”‘,0“ <

¥oeqpaaq apiAoid

LHC » Beam Instrumentation » BPM IR6

LHC » Beam Loss » Other

LHC » Beam Loss » Transverse instabilities

LHC » Access
LHC » Access
»

State
NON_BLOCKING_OP
BLOCKING_OP

NON_BLOCKING_OP

Creator
rbaguest
rbaguest

baguest 17



Fault references A

Faults 31-10-2014 15:20:% Faults

from: to: "’w <

Update

Parent fault:
| LHC » LBDS

 Child faults:
. LHC»LBDS ® §

P i —— LHC » LBDS
i Faults blocked by current fault:

LHC » LBDS

LHC » Beam Instrumentation » BPMIR6 A @ '.

Start time: 03-11-2014 10.09:58 / 3
__End time:  27-112014 10:13:04 / @ §

-~

LHC » LBDS

¥oeqpaaq apiAoid

LHC » Beam Instrumentation » BPM

LHC » Beam Loss

Faults blocking current fault: LHC » Beam Instrumentation » BPM IR6

LHC » Beam Loss » Transverse instabilities v & LHC » Beam Loss » Other

LHC » Beam Loss » Transverse instabilities

LHC » Access
LHC » Access
»

Fault state changes A

State change time State Creator
26-10-2014 15:21:14 / NON_BLOCKING_OP rbaguest
27-10-2014 15:29.53 / BLOCKING_OP rbaguest

28-10-2014 15:29:54 / NON_BLOCKING_OP baguest 17



Fault references A

Faults 31-10-2014 15:20:% Faults

from: to: '&w <

Update

Parent fault:
. LHC » LBDS

¢ Child faults:
. LHC»LBDS ® §

R A S PSP PSP A NI LHC » LBDS
¢ Faults blocked by current fault:

LHC » LBDS

-

LHC » Beam Instrumentation » BPMIR6 A & |

Start time: 03-11-2014 10.09:58 / 3
__End time:  27-112014 10:13:04 / @ §

LHC » LBDS

¥oeqpaaq apiAoid

LHC » Beam Instrumentation » BPM

LHC » Beam Loss

_, Faults blocking current fault: LHC » Beam Instrumentation » BPM IR6

LHC » Beam Loss » Transverse instabilities v &

LHC » Beam Loss » Other

LHC » Beam Loss » Transverse instabilities

LHC » Access

LHC » Access
4 4
Fault state changes A
State change time State Creator
26-10-2014 152114 / NON_BLOCKING_OP rbaguest
27-10-2014 15:29:53 / BLOCKING_OP rbaguest

28-10-2014 15:29:54 / NON_BLOCKING_OP baguest 17



FaUIt Stat|8t|CS & RepOrtS work-in-progress...

Home Ragister Fault Search Faults Statistics Reports Cardiogram Support

Login
Choose Statistic: Interval: - Select value -- .
Availabil
e Start  01-04-2012 00:00:00 End Time:  01-11-2012 00:00:00 Calculate Statistics ?
. Time:
Turnaround time
Export Data
10 100
90
80
70
o0
c
3 o
2 2
g :
z s 50 3
R 40 5
S —
B 2
® &
30 =
20
10
0 ' 0
Cryogenics Injectors  Other QPsS RF Technical  Power Injection Vacuun Colimators Beam LBDS ExpermentsAccess Controls Orbit MPS ADT SIS
Services Converters Instrumentation System
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FaUIt Stat|8t|CS & RepOrtS Work-in-progress...

Home Register Fault Search Faults Statistics Reports Cardiogram Support

2015 Week 22

Monday (25.05)

00:56 - 00:58
Duration: 0d 00h 02m 01s

07:57 - 08:30
Duration: 0d 00h 33m 11s

16:55 - 18:03
Duration: 0d 01h 08m 34s

18:14 - 22:28
Duration: 0d 04h 13m 55s

23:22 - 23:58
Duration: 0d 00h 35m 57s

Tuesday (26.05)
01:10-01:11
Duration: 0d 00h 01m 45s

02:14 - 02:14
Duration: 0d 00h 00Om O1s

N52 . NI'KD

LHC » LBDS » XPOC

LHC » Cryogenics » Controls
MR8 cryo start and maintain lost

LHC » Vacuum » Pressure
Closing of VPIZ.683382.B caused a trigger of the LBDS (B1)

LHC » QPS » Hardware
precycle needed

LHC » Operation » Operational error
TI2/TI8 HS opened when trying to open Injection HS

LHC » Beam Loss » UFO

LHC » Operation » Operational error

| HC » Raam | nece » | IFO

19
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Home

Interval:

7 TeV ~
6 TeV o
5 TeV -
4 TeV -
3 TeV A
2 TeV A
1 TeV +

Register Fault

Search Faults

-- Select value --

Statistics

Cardiogram

Reports Cardiogram Support

01-05-2015 00:00:00

® Energy @ Beam 1 intensity @ Bea

0 TeV

AMODE

STABLE BEAM -
ADT +

AcCcess -

Beam Instrumentation -
Beam Loss A
Collimators -
Controls +
Cryogenics -
Experiments -

IT Services -
Injection

Injectors -

LBDS A

MPS System -
Operation-

Orbit+

Other-

Power Converters
QPS4

Quench-

RF -

SIS

Technical Services A

k23
3707

“
3708

w
3709

—

Fault: LHC » Cryogenics » CV
Start time: 2015-05-09 22:52:05

M

Vacuum

09-05-15
09:03:20

09-05-15
11:50:00

M
09-05-15
22:56:40

10-05-15
07:16:40

10-05-15
04:30:00

10-05-15
01:43:20

09-05-15
20:10:00

09-05-15
17:23:20

09-05-15
14:36:40

1
10-0
235

10-05-15
21:10:00

10-05-15
18:23:20

10-05-15
15:36:40

10-05-15
12:50:00

10-05-15
10:03:20
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Home Register Fault

Start Time:
OP End Time:

Expert End
Time:

Creation Time:
OP duration:

Expert
duration:

Description:

Cardiogram link to Fault

09-05-2015 22:52:05
10-05-2015 23:14:35

09-05-2015 22:53:43
1d 00h 22m 30s
43d 14h 06m 55s

Search Faults Reports

Cardiogram Support
View fault
Creator:
Source: LHC Logbook
System: LHC » Cryogenics » CV
Classification:
Fault state: OP Ended
elLogbook: link
Prevents Access RP Needed
Injection Needed X
X X

Parent fault:
LHC » Technical Services » Cooling/Ventilation

Child faults:
Faults blocking current fault:

Faults blocked by current fault:

Faults state changes:
State change time State Creator
09-05-2015 22:52:05 Blocking OP

10-05-2015 23:14:35 OP Ended
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Next Steps

Current focus is on usability / time saving features
Followed by additional statistics & improved reports
Then Phase 2 - inclusion of data from equipment groups

and Phase 3 - integration with other systems e.g. Asset & Intervention Management

24
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Summary

Consistent & Complete Fault Tracking is key to identify and efficiently mitigate issues

AFT already eases the recording of LHC faults and identification of root causes in a
complete and consistent way. There is huge potential to bring further added value.

Run2 data will be essential to identify future performance-availability limitations
towards HL-LHC

Quality and completeness of the data requires effort from all involved parties
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Questions ?

Chris.Roderick@cern.ch
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Extra Slides



Roles and simplified workflow

EQP Create

Open
Blocking OP
Non-Blocking

L

Ended

Closed

Analyst
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Multiple failures
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Faults related



Multiple failures
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Multiple failures

Problems caused by water leak
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Multiple failures

Faults not related —
QPS failed and rest of
them are accesses

in shadow
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Multiple failures

06/07/2012 07/

- It is easy to see if there are —
multiple failures at the same : l
time, but it's not obvious if l Tg
they are related. g

- One of the goal of AFT L
project is to capture data Sgdgly
that will allow to show the

relations between faults. ,.;
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Access without faults

* [n 2012, around 40 times there was access without
any fault

« The reasons for these accesses are not classified,
but often something is repaired

* Inconsistent data — cardiogram allows to spot this



Access without faults - examples
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Access without faults - examples

Few accesses:

ATLAS,
Change of PC,
repair of QPS,

intervention on the
crates of the BPMD
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Access without faults - examples
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Access without faults - examples
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