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• scale and pdf uncertainties (available both 
for LO and NLO computation)!

• re-introduce top mass effect for Higgs 
processes!

➡ Higgs production [1110.1728]!
➡ Higgs pair mechanism [1401.7340 ]!
➡ ZH associated production 
[1503.01656]!

➡ See talk of Yesterday.!
• parameter scan (for coupling/lorentz)

2

Re-Weighting
Reweighting are everywhere
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Motivation
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Detector events

matrix-element

parton events

Showered events

Lagrangian

hadronized events
FULL SIMULATION
SLOWEST PART
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O(⇤2)

+

O(⇤)

2

O(⇤0)

+

•Critical when interference are relevant
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Idea
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Interference alone

NP^2==1 NP^2<=1

2

O(⇤2)

+

O(⇤)

2

O(⇤0)

+

NP^2>0
[V. Hirschi]

Re-Weighting!

•Reuse the sample (Only one Full Sim)	


•Change the weight of the events

W
new

=
|M

new

|2

|M
old

|2 ⇤W
old

1405.0301 
1404.7129
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Examples EFT

Re-Weighting !
(by SM+Interference)

Interference contribution
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• statistical 
uncertainty can be 
enhanced by the re-
weighting!

•better to have 
wgt<1

6

Re-Weighting Limitation 

• You need to have the same phase-space (more 
exactly a subset)!

• Mass scan are possible only in special case!
• only for internal propagator!
•for small mass variation (order of the width)
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Caution 

•Change in those 
quantity relative 
contribution are Not 
taken into account

LHE Additional information
Helicity

• Partial helicity distribution are not correct with 
the full re-weighting!
!

• Solution

• If helicity information is provided in the LHEF V.H. : Define acronym
if not done before event file, the reweighting method will not have the
correct distribution for observable which are sensitive to associate helicity.
However the following reweighting can be performed 2:

Wnew =
|Mh

new|2
|Mh

orig|2
Worig, (15)

Where |Mh
new/orig|2 is the matrix element associated to the event for a

given helicity h. Indeed in that case we can write the cross-section as

�orig =
NX

i=1

W

i
origP

i
h,orig, (16)

=
NX

i=1

W

i
orig

|Mh
orig|2P

˜h |M ˜h
orig|2

, (17)

Where P

i
h,orig is the probability to assign a given event i to the the helicity

h, this probability is formally defined by P

i
h,orig =

|Mh

orig

|2
P

h̃

|M h̃

orig

|2
. Note that

the presence of the second probability do not change the total cross-section
but it can a↵ect some other observables.
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W

i
newP

i
h,new, (18)

=
NX

i=1

W

i
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|Mh
new|2P

˜h |M ˜h
new|2

, (19)

=
NX
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W

i
orig

P
˜h |M ˜h

new|2P
h0 |Mh0

orig|2
|Mh

new|2P
˜h |M ˜h

new|2
, (20)

=
NX

i=1

W

i
orig

1P
h0 |Mh0

orig|2
|Mh

new|2
1

, (21)

=
NX

i=1

W

i
orig

|Mh
orig|2P

h0 |Mh0
orig|2

|Mh
new|2

|Mh
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, (22)

=
NX

i=1

W

i
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i
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|Mh
new|2

|Mh
orig|2

. (23)

O.M. : Ok I have add the formal proof but this is too heavy here. Should
I remove it?

• Similarly to the case of the event helicity configuration specification, the
above procedure fails to account for the change of rate associated to the

2
This is the default mode of our program.
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In alpha version only

Leading color information
•modify the shower so not suitable.

Intermediate particle
•modify the shower so not suitable.
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How to run the code.

1. Generate your (LO) process!
•generate!
•output!

2. Run it !
•launch!
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How to run the code.
3. Edit the card (reweight_card.dat)!

!

!

!

!

!

4.That’s it!
!

launch!
   set Dim6 1 10!
   set Dim6 2 0!
   set Dim6 3 0!
launch!
   set Dim6 1 0!
   set Dim6 2 10!
   set Dim6 3 0
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How to run the code.
3. Edit the card (reweight_card.dat)!

!

!

!

!

!

4.That’s it!
!

launch!
   set Dim6 1 10!
   set Dim6 2 0!
   set Dim6 3 0!
launch!
   set Dim6 1 0!
   set Dim6 2 10!
   set Dim6 3 0

Keyword for adding a weight
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How to run the code.
3. Edit the card (reweight_card.dat)!

!

!

!

!

!

4.That’s it!
!

launch!
   set Dim6 1 10!
   set Dim6 2 0!
   set Dim6 3 0!
launch!
   set Dim6 1 0!
   set Dim6 2 10!
   set Dim6 3 0

Definition of the benchmark

Same syntax as scan over parameter!
set BLOCKNAME ID VALUE
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How to run the code.
3. Edit the card (reweight_card.dat)!

!

!

!

!

!

4.That’s it!
!

launch!
   set Dim6 1 10!
   set Dim6 2 0!
   set Dim6 3 0!
launch!
   set Dim6 1 0!
   set Dim6 2 10!
   set Dim6 3 0

Definition of the benchmark

Same syntax as scan over parameter!
set BLOCKNAME ID VALUE

Re-Weighting works as a POSTSCRIPT. You can use Re-
Weighting independently of the events generation. 
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Work in Progress
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1. Include the re-weighting by a given helicity (as 
default)!

2. Allow to change model !
➡ change model NAME!

3. Allow to change process!
➡ change process XXX [—add]!
➡ allow loop-induced re-weighting!

!

!

lp:~maddevelopers/mg5amcnlo/unleashed_reweighting
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Loop induced

11

change model loop_sm	


change process g g > H g [sqrvirt=QCD]	


change process g u > H u [sqrvirt=QCD] —add	


change process g u~ > H u~ [sqrvirt=QCD] —add	


change process g d~ > H d~ [sqrvirt=QCD] —add	


change process g c > H c [sqrvirt=QCD] —add	


change process g c~ > H c~ [sqrvirt=QCD] —add	


change process g s > H s [sqrvirt=QCD] —add	


change process g s~ > H s~ [sqrvirt=QCD] —add	


launch	


~/Cards/param_card_loop_sm.dat	



reweight_card

proc_card

import model heft	


generate p p > h j	


output	


launch
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Work in Progress
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1. Include the re-weighting by a given helicity (as 
default)!

2. Allow to change model !
➡ change model NAME!

3. Allow to change process!
➡ change process XXX [—add]!
➡ allow loop-induced re-weighting!

4. Re-weighting NLO events by LO Matrix-Element  
   (implemented Sunday night not yet tested)!

lp:~maddevelopers/mg5amcnlo/unleashed_reweighting
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Example 
Caution: Plot are for aMC@NLO before shower !
              (due to time constraint!). Those are not physical.
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My point of view

14

!

• Re-using previous generation/computation is always 
a smart move.	



• Doing it off-line (independently of the event 
generation)	



• allows to reuse old generation (good)	


• means less efficient (cpu/memory) (bad)	


• is a at the end a smart move	



• Discussion : Full NLO Re-Weighting	


• offline / online Re-weighting?	


• Is all the information relevant in the internal 
format? (example: virt-tricks)	
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Future development:NLO

d�NLOwPS

dO
=


d�m(B +

Z

loop

V +

Z
d�1MC)

�
I
(m)
MC (O)

+


d�m+1(R�MC)

�
I
(m+1)
MC (O)

MC@NLO

LHE • “S-events” (which have m body kinematics)	



• “H-events” (which have m+1 body kinematics)

Re-Weighting

• “S-events” need to be re-weight by the born/virtual + counter-term	



• “H-events” need to be re-weight by the real + counter-term

Status• Recent change in the code will make this fully possible
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Why it works
without un-weighting

from one observable should be applicable to di↵erential cross-section of other
observables. Secondly, the precision is intrinsically limited by the binning of the
histogram and therefore it requires to generate large samples to be able to apply
this method. On the contrary, the multidimensional version of Eq. 15 is exact
for any observable –in the infinite statistic limit– and does not require any kind
of binning.

The fact that Eq. 15 modifies the weight correctly for a weighted sample
lies in the fact that the original weights depend linearly in the matrix-element
by definition of the weight. We now introduce some notation and show how
reweighting modifies the cross-section. Notice that what follows is independent
of the observable considered. We use a Monte-Carlo integration approach where
the cross-section is estimated as an average over many simulated events:

�orig =
NX

i=1

W

i
orig, (2)

=
NX

i=1

f

1

(xi
1

) · f
2

(xi
2

) · |M i
orig|2 · d⌦ (3)

Where fj are the PDF (Parton Distribution Functions), d! is the Phase-Space
factor associated to the events and N the number of phase-space points con-
sidered during the Monte-Carlo procedure. By doing the same for another
theoretical hyppothesis, we have:

�new =
NX

i=1

W

i
new (4)

=
NX

i=1

f

1

(xi
1

) · f
2

(xi
2

) · |M i
new|2 · d⌦ (5)

=
NX

i=1

W

i
orig · |Mnew|2

|Morig|2 (6)

(7)

The last line corresponds to the definition of the re-weighting method.
The last line corresponding to the standard definition of the cross-section

for a matrix-element Mnew.
This key property must hold even when considering the event unweighting

operation. We shall no prove this by first formalising the unweighting procedure.
In essence, it can be understood as a simple division and multiplication by the
maximum weight amongst all events generated –denoted W

max
orig – such that the

ratio
W i

orig

max

i

(W i

orig

)

is always comprised between 0 and 11 and can therefore be

1
the same argument holds if the integrand is not definite positive, in which case you need

the unweighting is based on the absolute value of the integrand. The sign of the integrand is

then accounted for in the last stage by assigning the sign of the resulting unweighted events

according to the ratio of the positive and negative contributions.
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unweighting case
unweighted sample

reinterpreted as the probability of selecting a particular event. Performing this
selection is what is referred to as the the unweighting procedure which does not
a↵ect any observable in the large N limit. The great advantage of this procedure
is to reduce the number of events to keep on file and it yields a distribution of
events distributed as they would be in an actual collider (for positive definite
integrands at least). Formally, the unweighting operation reads:

�orig =
NX

i=1

W

i
orig, (8)

= max
i

(W i
orig)

NX

i=1

W

i
orig

maxi(W i
orig)

, (9)

⇡
NX

i=1

max
i

(W i
orig)Acci (10)

V.H. : Again, we should use symbols for quantities like Acci as opposed to three-
letter words. For example ⇠. O.M. : I like Acci this is so much clear than
⇠. So I change the other ones but not this ones. But do not have strong feeling,
so if you really want to I can do it. where Acci is either 0 or 1 depending on

whether the events was kept or rejected according to the
W i

orig

max

i

(W i

orig

)

probability.

The same expression can be obtained when applied to the new theory

�new =
NX

i=1

W

i
new, (11)

= max
i

(W i
orig)

NX

i=1

W

i
new

maxi(W i
orig)

, (12)

= max
i

(W i
orig)

NX

i=1

W

i
new

W

i
orig

W

i
orig

maxi(W i
orig)

, (13)

⇡
NX

i=1

max
i

(W i
orig)Acci · |Mnew|2

|Morig|2 (14)

which shows that is indeed correct to reweight the sample after events unweight-
ing.

A few remarks are in order regarding the validity of this method

• As shown in the previous paragraph, the method is exact. However, it
requires that Worig be finite and non zero in all regions where Wnew is
finite as well. In other words, the phase-space where the new theoretical
hypothesis contributes should be identical or encompass the original one.
Because of this restriction, this method should not be used for scanning
over di↵erent mass values, but is typically well-suited for probing di↵erent
types of spin and/or coupling structures.
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helicity case

• If helicity information is provided in the LHEF V.H. : Define acronym
if not done before event file, the reweighting method will not have the
correct distribution for observable which are sensitive to associate helicity.
However the following reweighting can be performed 2:

Wnew =
|Mh

new|2
|Mh

orig|2
Worig, (15)

Where |Mh
new/orig|2 is the matrix element associated to the event for a

given helicity h. Indeed in that case we can write the cross-section as

�orig =
NX

i=1

W

i
origP

i
h,orig, (16)

=
NX

i=1

W

i
orig

|Mh
orig|2P

˜h |M ˜h
orig|2

, (17)

Where P

i
h,orig is the probability to assign a given event i to the the helicity

h, this probability is formally defined by P

i
h,orig =

|Mh

orig

|2
P

h̃

|M h̃

orig

|2
. Note that

the presence of the second probability do not change the total cross-section
but it can a↵ect some other observables.
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O.M. : Ok I have add the formal proof but this is too heavy here. Should
I remove it?

• Similarly to the case of the event helicity configuration specification, the
above procedure fails to account for the change of rate associated to the

2
This is the default mode of our program.
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given helicity h. Indeed in that case we can write the cross-section as

�orig =
NX

i=1

W

i
origP

i
h,orig, (16)

=
NX

i=1

W

i
orig

|Mh
orig|2P

˜h |M ˜h
orig|2

, (17)

Where P

i
h,orig is the probability to assign a given event i to the the helicity

h, this probability is formally defined by P

i
h,orig =

|Mh

orig

|2
P

h̃

|M h̃

orig

|2
. Note that

the presence of the second probability do not change the total cross-section
but it can a↵ect some other observables.

�new =
NX

i=1

W

i
newP

i
h,new, (18)

=
NX

i=1

W

i
new

|Mh
new|2P

˜h |M ˜h
new|2

, (19)

=
NX

i=1

W

i
orig

P
˜h |M ˜h

new|2P
h0 |Mh0

orig|2
|Mh

new|2P
˜h |M ˜h

new|2
, (20)

=
NX

i=1

W

i
orig

1P
h0 |Mh0

orig|2
|Mh

new|2
1

, (21)

=
NX

i=1

W

i
orig

|Mh
orig|2P

h0 |Mh0
orig|2

|Mh
new|2

|Mh
orig|2

, (22)

=
NX

i=1

W

i
origP

i
h,orig

|Mh
new|2

|Mh
orig|2

. (23)

O.M. : Ok I have add the formal proof but this is too heavy here. Should
I remove it?

• Similarly to the case of the event helicity configuration specification, the
above procedure fails to account for the change of rate associated to the

2
This is the default mode of our program.
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