
ATLAS Releases and Validation

David Quarrie
on behalf of the

ATLAS Software Infrastructure Team



 David QuarrieLCG-AA Meeting - 2 July 2008

ATLAS Releases and Validation

Software Structure

 C++ or Python classes
 Some FORTRAN code (mainly generators but some muon and magnetic field)

 Packages
 Management Unit
 Container or Leaf

 Container just corresponds to a directory (no other content allowed)
 Leaf contains source code and/or scripts
 Some leaf packages act as “glue” to external software packages

 Projects
 Groups of packages having similar dependencies built as a unit

 CMT used as code management tool
 Expresses package dependencies and constituents (libraries etc.)
 Used as build tool 
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Project Dependencies
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Projects

 Differentiate between internal and external projects
 Project names are indicative, not definitive

 Sometimes assignment of package to project driven by dependencies

 Packages cannot depend upon packages in higher level (or parallel) projects
 Glue/Interface projects provide decoupling

 And interfaces to external software

 In principle the projects can evolve at different rates
 But in practice this is only done against external projects
 And for partial builds (see later)
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Tag Collector

 Web-based tool for managing projects and releases
 A project release is a coherent set of unique package versions

 Package versions of form Pkg-ii-jj-kk[-ll]
 4-digit form corresponds to patch (typically a CVS branch)

 A full release is a coherent set of project releases
 Releases of form 1.2.3 (3-digits)
 Patch projects (see later slide) of form 1.2.3.4 (4-digits)

 The Tag Collector allows 
 Packages to be associated with projects
 Package versions to be associated with releases
 Project dependencies to be specified
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Patch Projects

 Special projects that sit at top of project hierarchy
 Prepend to various paths (PATH, LD_LIBRARY_PATH, PYTHONPATH, etc.)
 Contain package override versions
 Patches restricted to Python, scripts, and C++ .cxx files

 Unless a C++ .h file is private to the package or has only a few client packages
 In the latter case the clients must also go into the patch release

  Multiple patch projects supported - e.g.
 One for Tier0 fixes requiring rapid 

turn-around and reduced validation
 One for GRID deployment needing less 

rapid turn-around but increased validation
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Partial Releases

 Allows higher level releases to evolve against stable lower levels
 Used for physics analysis development
 Allows use of patch projects
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Tag Approval

 Open Tag Approval
 Developers can just update the version for their packages within a release

 Restricted Tag Approval
 Developers submit tag requests for their packages within a release
 Project Release Coordinators can accept/validate/reject/request-info

 See later slide about validation

 Closed Tag Approval
 Only release coordinators can submit tag requests

 Tag Bundles
 Groups of packages that must be dealt with together
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NICOS - NIghtly COntrol System
 Nightly build system runs on suite of lxbuild machines at CERN

 Several different branches open simultaneously

 Several different platforms
 Although currently SLC4 is the only production validated platform

 Multiple multi-core machines allow parallelism
 Different branches run on different machines

 Different platforms within same branch run on different machines and merged on AFS

 Some projects have no cross-dependencies and could be built in parallel on multi-core machine (not 
actually doing this at the moment since gain not worth it)

 Tbroadcast provides package level parallelism within project
 Packages within project with no cross-dependencies built in parallel

 Distcc/gmake -j<n> provides file level parallelism within package
 Several distcc servers do compilation after macro/header expansion

 Incremental builds
 Only checkout changed packages and rebuilt them and clients
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NICOS Details

 Automatic email notification of errors
 Indication of “severe” compilation warnings

 E.g. Control reaches end of non-void function

 Indication of inconsistencies in package dependencies
 Use of header file without specifying package dependency
 Disallowed package dependencies

 Packages with dependencies against packages in higher projects
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Special Nightlies

 Goal is to keep the primary nightlies as stable as possible
 Validation nightlies

 Tags that have been put into validation (rather than accepted) run in a special 
validation nightly
 E.g. 14.2.10-VAL

  If there are no side effects and requests work as expected, they can be accepted

 Migration nightlies
 Branches in Tag Collector where package tags override those in the primary 

nightlies
 E.g. 14.2.X-MIG1

 Used for disruptive migrations
 E.g. For new GAUDI versions; EDM changes etc.

 LCG nightlies
 Builds against LCG-AA nightly builds
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Validation/Test Scaffolds

 ATN (ATNight)
 Unit and component tests run inline with release builds

 Restricted statistics since run on single machine

 RTT (RunTimeTester)
 ~20 lxbatch machines dedicated to tests (~100s of tests)
 Typically ~few hours

 FCT (Full Chain Tests)
 Tests that cover all production jobs (~10s of tests)

 Generation, simulation, digitization, reconstruction, etc.

 Scale of ~100s events (~4 hours)

 Tier0 Tests
 Tests that replicate Tier0 processing

 Reconstruction, monitoring, merging, TAG and DPD creation etc.
 Scale of ~10,000-100,000 events
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Post-Deployment Validation

 Tier0
 Repeat of Tier0 tests on Express Line events from installed release

 Scale of ~100k events

 GRID production
 Sample A production

 ~200k events

 Coupled to physics validation meetings every 2 weeks

 Sign-off prior to large scale production
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Tier0 Bug Tracking

 Deal with initial turn-on problems
 Unique period where software exposed to real physics events for first time
 Anticipate the unexpected!

 Dedicated Savannah Project
 Bug reports submitted by Tier0 shifters
 Daily shift crew of experienced validators 

 Remove duplicate bugs
 Assign to appropriate domain (e.g. Inner Detector, Reconstruction)
 Check on progress with open bugs (and apply pressure)

 Backup of on-call experts and “SWAT” team
 Submit tags corresponding to closed bugs to AtlasPoint1 patch project
 Check validation results

 12-hour cycle of builds (daily & nightly)
 Running Tier0 tests

 Daily sign-off meeting to decide on deployment of new patches
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