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Overview
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◈ CMS Application in GeantV with ROOT for geometry
⬥ VecGeom is not yet ready to run in GeantV

◈ Release builds of ROOT and VecGeom
⬥ No call stack information for now
⬥ No kernel profiling

◈ Running on Core i7 4710HQ (2.5 GHz, 16GB RAM)
⬥ Use 8 threads to take advantage of hyper-threading
⬥ Set max memory to 12GB (never reaches the threshold)
⬥ Simulate 10 events, 5 buffered at a time
⬥ Using pp14TeVminbias.root with HepMC
⬥ No graphics monitoring when profiling



CPU Usage

3

General Exploration Analysis

Advanced Hotspots Analysis



General Exploration Analysis Summary
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General Exploration Time Breakdown
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Advanced Hotspots Time Breakdown
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Breakdown of Time Spent in Top Functions
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Breakdown of Time Spent in Top Functions
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Preliminary Conclusions
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◈ Large amount of time spent in system
⬥ Kernel accounts for 3.4% of instructions, but 12.1% of time
⬥ Possible reason: threads waiting add to this time?

◈ Second largest amount of  time is spent at TList::LinkAt
⬥ Need to learn what the list is being used for
⬥ Can we substitute it for a vector in some places?

◈ Memory alignment may be an issue
⬥ __memcpy_avx_unaligned with high amount of time

◈ Significant time spent multiplying matrices
⬥ Quaternions might help if those are from chained

coordinate transformations
◈ Switch to VecGeom may improve alignment problems
◈ Logarithm function taking significant amount of time

⬥ Can we parameterize tables using log2? That might help.


