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Event Building




@m Event Building: network perspective

=>» Event Building: collection and formatting of

all the data elements of an event into a
single unit h g, S, I S S ¢
- normally last step before high-level trigger or
storage ==
* can be implemented on buses, can use o
custom interconnects, can be based on Event BU'|dm9

(Ethernet) network |

=>» Network-based EB is choice of all LHC
experiments and a case study for
networking in DAQ

—
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Network switch: crossbar

11 ‘ ‘ ‘_ =>» Each input port can potentially be
¢ connected to each output port
———0—35— => At any given time, only one input

port can be connected to a given
&—+6—6—4 outputport

14 e -» Different output ports can be
—r—r reached concurrently by different
= input ports

O1 O4
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Network switch: crossbar

=» |deal situation — all inputs send

data to different outputs

-
-
o—

| |

O1

No interference (Congestion)

O4 All input ports send data
concurrently
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Crossbar switch: event building

=B

Event Building

LI N W _—
& | .
=>EB workload implies
G —— converging data flow
14 - all inputs want to send to same
\ 4 & = \ & destination at the same time
01 04 =>“Head of line blocking

* congestion
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Congestion

=>Well know phenomena ..

* in Geneva and other
cities
=>» Differently from road

traffic, Ethernet HW is
allow to “drop” packets

* Higher level protocols
have to take care of re-
sending

* Possibly important
performance impacts
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Queuing
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=> Adding input and output FIFO dramatically improve the EB pattern handling

=>EB workload anyway problematic h . .
Traffic shaping
- FIFO size is limited, variable data size >
or
- limited internal switching speed Network over-sizing
.z
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LHC experiments




@AV Multi-level trigger systems

=>» Sometime impossible to take a proper decision
in a single place
Detectors .

- too long decision time

* too far i
Digitizers )
* too many inputs !
G
Zero Suppre. evel

=>» Distribute the decision burden in a hierarchical
structure

Formatting |
o usua” ReadOUT 0 v
y TN+1 >> TN ;fN-{-l << fN Buffers
: Event
=> At the DAQ level, proper buffering must be Building *
provided for every trigger level Y
Event rigger
- absorb latency Buffer evel 4

* de-randomize
Storage
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LHC DAQ phase-space

Level-1 Rate (Hz)

10°

10* |

10°

10%

High Level-1 Trigger
(1 MHz)

LHCb | High No. Channels

High Bandwidth
( 1000 Gbit/s)

ATLAS

CMS

High Data Arch

ives
tes)

Event Size (byte)
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@AV Trigger & DAQ Challenges at the LHC

=>»LHC experiments have O(107) channels operating at 40 MHz (25 ns) — 40
TB/s

=>In addition, interesting phenomena are extremely rare

UH/UTot ~ 0(10_13) /

=>Events are complex

- significant number of overlapping
collisions (pile-up u)

=» Experiments are large (O(10 m))

Multi-level trigger system and ...
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@ [ LHC L1 Trigger and FE electronics

=> Particle time of flight >> 25 ns
=>»Cable delays >> 25 ns

| |

IS

Event N+1

Dedicated synchronization, timing
and signal distribution facilities

=» Typical L1 decision latency is O(us)

- dominated by signal propagation in cables

| 4 Trigger

. / ‘
D|g|_taI/§nang cus.tom fron_t-end | \ / Discriminator
pipelines store information Delay
during L1 trigger decision \
~\ o
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S LHC: After L1?

=» Custom hardware L1 trigger and front-end electronics followed by network-
based High-Level Trigger farm(s)

- commercially available HW organized in a farm

- events are independent

—IPRH PP
—% % »| cpu || cpu || cPu
_% % % Tero Wero 1 Mers Custom electronics

=» Connection between custom section and the network- T_ —_
based one achieved via dedicated HW and point-to- , , ,

>| CPU CPU CPU

point connectivity

* electrical or optical, standard or custom
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Read-out links at the LHC (in Run 1)

Flow Control

Optical: 160 MB/s =~ 1600 Links

Y
Receiver card interfaces to PC. ©s

LVDS: 400 MB/s (max. 15m) = 500 links
SLINK 64 (FE on average: 200 MB/s to readout buffer)

Receiver card interfaces to commercial NIC
(Network Interface Card)

yes

Optical 200 MB/s = 500 links

Half duplex: Controls FE (commands,
Pedestals,Calibration data)

Receiver card interfaces to PC

Yes

Copper quad GbE Link = 400 links
TELL-1 Protocol: IPv4 (direct connection to GbE switch)
& GbE Link Forms “Multi Event Fragments”

Implements readout buffer

no
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ATLAS HLT Farm
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I:l custom hardware

Rare/Al [ ]rc
D network switch

LO. L1a. L2

Lo, L1a L2

H-RORC ( ———
5 Lv-0,1,2
s 12000Ls  380DDLs| |[ | = 10DDLs St |/,
Fragment | . ' " = v i R ", o
430 D-RORC 10 D-RORC i A il
Sub-svent 4 4 _,L
[ Event Building Network ] - ]
Eve

‘m SE‘T':I;;’; @i] 40 DA/IDOM 18 DSS
]
rm Storage Network |

Archiving on Tape @ =
' in the Computin E )
E‘j 5 Efj 75 TDS oy

Centre (Meyrin)
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) ATLAS

I:l custom hardware

[_1rc

D network switch
CalofMuon
Level 1 <25 ns 40 MHz Detectors Other Detectors
)
Detector Read-Out ]—"—\
L1 Accept
75 (100 kHz Lk
3pus lat
' >
Regions|Of Interest J Regions Of Interest |
—
~40ms ReadOut System »
- ROl data | |
(~2%) ~
RO L S : Event [
Requests . Data Collection | gilder Lvl-2 |
> Metwark
L2 Accept

~4 sec ~3 kHz m L
. ) Event Filter
Event Filter =F Accent 3
Data-
Flow
-

MNetworlk
~200Hz

SubFarmOoutput

High Level Trigger
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I:I custom hardware
[ rpc
[:] network switch
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LHCDb

I:I custom hardware
[ ] rc
[:] network switch
Detedor
\verof st H ot HricH [ Ecal { Heal Hmuon
I I

Lvl-1

FE FE FE FE FE FE FE
s trani cs ] |E bectrani cxs{ |Ebactnani cs{ [ bactrani cx {|E actrani csf |E kactrani cs| |E actranics

Readnut Readout Readnut Readout Readnut Readnut Readout
B:}ard Bnard B:}ard B:}ard Bnard B:}ard B:}ard

- N\

READCUT NETWORE

L

HLT

G

| SWITCH §SWITCH

— BEwntdaa
—— TimingandFastConird Sigrels
———  Corird and Moritoring diia
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Long Shutdown 1: TDAQ Perspective

Phase 0 Phase | Phase |l
Run 1 =1 Run 2 LS2 Run 3 LS3 Run 4

(Prepare Run 2) (Prepare Phase |) (Prepare Phase Il)

Consolidation Ultimate luminosity o [ I o (@
Vs =13~14TeV

25 ns bunch spacing
Linst 1 Xx1034 cm-2s-1 Linst 2-3 Xx103% cm2s-1 | Linst 5 Xx1034 cm-2s-1
W~ 27 H ~ 55-81 U~ 140 [with levelling]
ILinst ~ 50 fb" f Linst > 350 fb1 Linst 6-7 x1034 cm-2s-1
M ~ 192 [without levelling]
Linst ~ 3000 fb-"

=» LHC data-acquisition system backbones installed ~2007
- during Run 1 — stability, efficiency, performance reach and optimization
=» LS1 was occasion to

* upgrade core systems and review architectures
* introduce new technologies, retire obsolete ones
- follow changes on the detector side

* prepare for challenges of Run2 (and Run3)
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Long Shutdown 1: TDAQ Perspective

Phase 0 Phase | Phase |l
Run 1 =1 Run 2 LS2 Run 3 LS3 Run 4

(Prepare Run 2) (Prepare Phase |) (Prepare Phase Il)

Consolidation Ultimate luminosity o [ I o (@
Vs =13~14TeV

25 ns bunch spacing
Linst 1 Xx1034 cm-2s-1 | Linst 2-3 X103 cm=s1 | Linst 5 x1034 cm-2s-1
o~ 27 | L~ 55-81 M ~ 140 [with levelling]
ILinst ~ 50 fb" f Linst > 350 fb1 Linst 6-7 x1034 cm-2s-1
M ~ 192 [without levelling]
Linst ~ 3000 fb-1

=» LHC data-acquisition system backbones installed ~2007
- during Run 1 — stability, efficiency, performance reach and optimization
=» LS1 was occasion to

* upgrade core systems and review architectures
* introduce new technologies, retire obsolete ones
- follow changes on the detector side

* prepare for challenges of Run2 (and Run3)
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@ Run 2: Challenges

=» Increased pile-up

- larger data size — bandwidth and storage

* more complex events — increased computing needs, trigger efficiency and rejection

power
m f
S 14- cmMs | o ATLAS
:I B E :_ — & %5650 @2.6TGHz (XPU 2st gen.) 12 app ié
e 1= -"}1. — 30;_ | B .}'}é &
N K j o -
» I £ —
0 0.8_— g -
L i g -
qLI: U.B_— E -
O [ o —
g D.4:— i i ’ E :E:n:;:ax ﬁ =
» F 0 ' —
0_2__... . . Bl o5.4% -
- ; ?ﬁﬂﬂ Col b b b b b b b b b |
U_I 1 | 11 1 1 | 1 11 | L1 1 1 | | O T T T 1 12 14 16 18 20 22 24 26 28 30 32 34
10 20 30 40 50 60 <u>
# Vertexes
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@ (Some) Run 2 updates

/—1—' [ ——
T et |
Lwvi-1
3ps lat - Lvl-1 @
—— - = T
Regions Of Interest ] .
Regions
Of Interestt
»
| 98

Lvi-2 [ ]

G LG

l |

& ®

=>Merge L2 and L3 into a single HLT
farm

*

-
<

<>

1 |

O O

=>No architectural changes, but

- all network technologies
replaced

preserve Region of Interest, but
diluted the farm separation and
fragmentation

- Myrinet — Ethernet
- Ethernet — Infiniband

* file-based event distribution in

* increased flexibly, computing the farm

power efficiency
— achieve full decoupling

between DAQ and HLT
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@m Looking forward to LS2 and beyond

DAQ@LHC Workshop

On the long term, all experiments looking forward to
significant increase in L1 trigger rate and bandwidth. ALICE
and LHCb will pioneer this path during LS2

= 1 MHz — 40 MHz readout and
event building — trigger-less

=>First level trigger for Pb-Pb
interactions 500 Hz — 50 kHz

=22 MB/event
1 TB/s readout — 500 PB/month

- trigger support for staged computing
power deployment

=> 100 kB/event

- on-detector zero suppression — rad-
hard FPGA

* 4 TB/s event-building

=>» Data volume reduction

* on-line full reconstruction

+ discard raw-data
=» Combined DAQ/HLT/offline farm

- COTS, FPGA and GPGPU

(e
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http://indico.cern.ch/conferenceOtherViews.py?view=standard&confId=217480

Almost The End




S What | did not talk about ...

=>» Many many topics
- Run Control — Steering the DAQ, Finite State Machine

- Configuration — Storing, distributing and archiving SW, HW and trigger
configuration

- Monitoring — The quality of the data, the state of the detector, the functionality of
the DAQ

=> Your chance of hearing about these and much more and learn through
practice ...

July 2015 Electronics, Trigger and Data Acquisition - W.Vandelli
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<) ISOTDAQ 2016

=» Sixth edition of the International School of Trigger and Data Acquisition
will be held in February 2016 and hosted by Weizmann Institute

Home 2010 2011 2012 2013 2014 2015

[the international school of trigger and data acquisition]

Important links ] rAbout the School I News and Announcements
ISOTDAQ 2010
ISOTDAQ 2011

SOTDAQ 2012

ISOTDAQ in the press

*Hungarian Press
* CERN Bulletin 08-2013

* CERN Technology Transfer

* CERN Bulletin 08-2012
* CERN Bulletin 04 -2011

* Industrv connection
* INFN connection

* CERN connection

* ACEOLE-Marie Curie
Training Program
connection

* TAFK connection

coniact

http://isotdaq.web.cern.ch/isotdag/isotdag/Home.html
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http://isotdaq.web.cern.ch/isotdaq/isotdaq/Home.html

The End

W.Vandelli CERN/PH-ADT
Wainer.Vandelli@cern.ch
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@ References

=>» Lectures and papers from H. Spieler
* http://www-physics.Ibl.gov/~spieler/
=> Lecture at ISOTDAQ schools
- http://isotdag.web.cern.ch/isotdag/isotdag/Home.html

=>» Of course, previous Summer Student courses

- http://indico.cern.ch/scripts/SSLPdisplay.py?stdate=2011-07-04&nbweeks=7
=2 DAQ@LHC Workshop

* http://indico.cern.ch/scripts/SSLPdisplay.py?stdate=2011-07-04&nbweeks=7

W.Vandelli CERN/PH-ADT
Wainer.Vandelli@cern.ch
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