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• Establish a sustainable multi-tenant cloud computing infrastructure in Europe

• Initially based on the needs for the European Research Area & space agencies

• Based on commercial services from multiple IT industry providers

• Adhere to internationally recognised policies and quality standards

• Governance structure involving all stakeholders
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http://cdsweb.cern.ch/record/1374172/files/CERN-OPEN-2011-036.pdf


Timeline
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2011 2012-2013 2014-2015

• Pilot Phase
• Deploy flagships,
• Analysis of functionality,

performance & financial
model

• Endorse the Common 
Strategy

• Agree on the Partnership
• Select flagships use cases
• Define governance model

• First procurements
• Large-scale deployments
• Revised governance model



Governance Model for pilot phase
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The new Helix Nebula Initiative 
governance model 
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Rotating 
chair among 
User Board 
members

Elected 
chair

Elected 
chair

General Assembly Chair organisation provides the secretariat resources
All members sign the HNI Membership Participation Agreement 
No membership fees

Includes public 
e-infrastructure 

providers

Includes 
procurers
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The European cloud public-private partnership 

Strategic Plan

 Establish multi-
tenant, multi-
provider cloud 
infrastructure

 Identify and adopt 
policies for trust, 
security and 
privacy

 Create governance 
structure

 Define funding 
schemes

To support the 
computing capacity 
needs for the ATLAS 

experiment

Setting up a new 
service to simplify 
analysis of large 
genomes, for a 

deeper insight into 
evolution and 
biodiversity

To create an Earth 
Observation 

platform, focusing on 
earthquake and 

volcano research

To improve the 
speed and quality of 
research for finding 

surrogate biomarkers 
based on brain 

images

Adopters

Suppliers

Additional Users:

June 2015

http://www.awst.at/en/index.html
http://www.awst.at/en/index.html
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GÉANT  / Internet

EC2 Bridge
IaaS

Broker

Atos CloudSigma Interoute T-Systems

HNX Platform

EGI 

FedCloud

Branded-product
# 1: HNX



Building the hybrid cloud
Connecting commercial cloud providers to GÉANT/NRENs 

GEANT Association 

offering free IP 

connectivity in 

GÉANT for research 

traffic during the pilot 

phase

NRENs have 

different commercial 

agreements (usually 

they apply a fee) 

GEANT

REDIris

SWITCH

DFN

Various 

NRENs

T-systems

CloudSigma

Interoute

ATOS EMBL

CERN
ESA 

EO 

sites

ESA 

EO 

sites



Information as a Service:
Science  interfacing with private sector

Helix Nebula 

Ecosystem 

Customer

Customer

Customer

€

€

€

€

• Lower upfront 
investment

• Fast access to EO and other 
geodata resources

• Disruptive technology   

• Risk and profit sharing

Satellite data

(ESA/Copernicus)

Data

Content 

Provider 

(Research)

GEO-IT & App

Provider (SME)

Tools

Service Provider 

(Industry)

Computing & IT

Customer

Information

• Sustainability   

• Data Value Chain
9 Maryline Lengert, ESA



Example HNX procurement

CERN issued a price enquiry for a small fraction of 
the resources necessary to run the ATLAS 
experiment simulation software

Several valid responses were received and Atos (data centre in 
Tenerife, Spain) was awarded the contract accessed via the 
SlipStream broker and provisioning engine (from SixSq SME) and 
delivered over the GÉANT network

1.2 million CPU hours over 6 weeks producing 11.5 million 
GEANT4 tt̅ events with a high level of efficiency for CPU intensive 
workload
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• Hybrid – link public research organisations, e-Infrastructures & 

commercial cloud services

• Use GEANT network to link Research Infrastructures, repositories 

(EUDAT, OpenAIRE), EGI, PRACE  etc. to commodity commercial 

cloud services (multiple providers)

• A cornerstone of the Open Science Commons*

• Trust - Researchers keep control of the cloud and their data

• Guarantee a copy of all the data is kept on public resources

• Ensure long-term preservation of the data

• Insulate users from changes of service supplier and technology

• Economy - Must be cheaper than the ‘build our own’ approach

• Avoid separate ‘silos’ for each Research Infrastructure/Community

• Profit from the economies of scale in commercial data centres

* http://go.egi.eu/osc

What is the European

Open Science Cloud?

http://dx.doi.org/10.5281/zenodo.16140

http://go.egi.eu/osc
http://dx.doi.org/10.5281/zenodo.16140


Helix Nebula Hybrid Cloud Model

Hybrid cloud platform

Front-endFront-end Front-endFront-endFront-end

users

Big
Science

Small and Medium
Scale Science

Publicly funded Commercial

Other market
sectors

N
e
tw

o
rk

 C
o
m

m
e

rc
ia

l/
G

E
A

N
T

Front-end

PRACE

Front-end
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European Open Science Cloud and the Digital Single Market

“The Commission will launch a European Cloud initiative 

including cloud services certification, contracts, switching of 

cloud services providers and a research open science cloud.”
May 2015



“we are preparing a call for European Science Cloud Project 

in order to identify the possibility of creating a cloud for our 

scientists” Commissioner Moedas



Objectives of the day

• Explore how to build a European Open 

Science Cloud taking into account

– What already exists in the public and private 

sectors

– The challenges of Big Data

– Financial Models
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