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The Anatomy of a Neutron Star
Atmosphere (10 cm):  Shapes Thermal Radiation (L=4psR2T4)
Envelope (100 m):  Huge Temperature Gradient (108K 4106K)
Outer Crust (400 m):  Coulomb Crystal (Exotic neutron-rich nuclei)
Inner Crust (1 km):  Coulomb Frustration (“Nuclear Pasta”)
Outer Core (10 km):  Uniform Neutron-Rich Matter (n,p,e,µ)
Inner Core (?):  Exotic Matter (Hyperons, condensates, quark matter)



The Composition of the Outer Crust 
Enormous sensitivity to nuclear masses

System unstable to cluster formation
BCC lattice of neutron-rich nuclei imbedded in e-gas

Composition emerges from relatively simple dynamics
Competition between electronic and symmetry energy

Precision mass measurements of exotic nuclei is essential
For neutron-star crusts and r-process nucleosynthesis
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Welcome to the digital edition of the April 2013 issue of CERN Courier.

Supernova explosions provide a natural laboratory for some interesting 
nuclear and particle physics, not least when they leave behind neutron 
stars, the densest known objects in the cosmos. Conversely, experiments 
in physics laboratories can cast light on the nature of neutron stars, just as 
the ISOLTRAP collaboration is doing at CERN’s ISOLDE facility, as this 
month’s cover feature describes. Elsewhere at CERN, the long shutdown of 
the accelerators has begun and a big effort on maintenance and consolidation 
has started, not only on the LHC but also at the experiments. At Point 5, work 
is underway to prepare the CMS detector for the expected improvements to 
the collider. Meanwhile, the Worldwide LHC Computing Grid continues to 
provide high-performance computing for the experiments 24 hours a day, 
while it too undergoes a continual process of improvement. 
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The Liquid Drop Model
Bethe-Weizsäcker Mass Formula (circa 1935-36)

Nuclear forces saturate           equilibrium density
Nuclei penalized for developing a surface
Nuclei penalized by Coulomb repulsion
Nuclei penalized for isospin imbalance (N≠Z)

Bethe-Weizsäcker Mass Formula (circa 1935-36)
Nuclear forces saturate ) equilibrium density
Nuclei penalized for developing a surface
Nuclei penalized by Coulomb repulsion
Nuclei penalized if N 6=Z

B(Z , N) = �avA + asA
2/3 + acZ

2/A1/3 + aa(N�Z )2/A + . . .
+ shell corrections (2, 8, 20, 28, 50, 82, 126, ...)

av'16.0, as'17.2, ac'0.7, aa'23.3 (in MeV)
Neutron stars are gravitationally bound!
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Masses of relevance to the r-process
Inevitable Theoretical Extrapolations 

Dangers of extrapolating! 
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Impact of individual nuclear masses on r-process abundances
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We have performed for the first time a comprehensive study of the sensitivity of r-process nucleosynthesis to
individual nuclear masses across the chart of nuclides. Using the latest version (2012) of the Finite-Range Droplet
Model, we consider mass variations of ±0.5 MeV and propagate each mass change to all affected quantities,
including Q values, reaction rates, and branching ratios. We find such mass variations can result in up to an order
of magnitude local change in the final abundance pattern produced in an r-process simulation. We identify key
nuclei whose masses have a substantial impact on abundance predictions for hot, cold, and neutron star merger
r-process scenarios and could be measured at future radioactive beam facilities.

DOI: 10.1103/PhysRevC.92.035807 PACS number(s): 21.10.Dr, 26.30.Hj, 25.20.−x

I. INTRODUCTION

One of the most challenging open questions in all of physics
is the identification of the site or sites of rapid neutron capture,
or r-process, nucleosynthesis [1,2]. Production of the heaviest
r-process elements requires on the order of 100 neutron cap-
tures per seed nucleus; exactly where and how such rapid neu-
tron captures occur have yet to be definitively determined [3].

One attractive potential site is within the cold or mildly
heated tidal ejecta from neutron star or neutron-star–black-
hole mergers [4]. Current state-of-the-art simulations show a
vigorous r process with fission recycling in the merger ejecta
[5–8]. The resulting abundance pattern is relatively insensitive
to variations in the initial conditions, which naturally explains
the consistent 56 < Z < 82 pattern observed in the solar
system and r-process-enhanced halo stars [9,10]. Vigorous
production of radioactive r-process nuclei can also lead to
an observable electromagnetic transient accompanying the
merger event [11–13], an example of which may have already
been detected [14,15]. It is less clear whether mergers happen
often enough or early enough in galactic history to fit all of the
observational data [16–18]. The neutrino-driven wind within a
core-collapse supernova is perhaps the best-studied alternative
[19,20], though the combination of moderate neutron-richness,
high entropy, and fast outflow time scale required to make the
heaviest r-process elements does not appear to be achieved
in modern simulations [21–24]. Instead attention has shifted
to more exotic sites connected to the deaths of massive stars,
including neutron-rich jets [25], supernova neutrino-induced
nucleosynthesis in the helium shell [26], and collapsar outflows
[27,28].

In principle, the proposed environments have such distinct
astrophysical conditions that their abundance pattern predic-
tions should be clearly distinguishable. Currently simulations
lack this precision [29,30], in large part due to uncertainties in
the required nuclear data. Properties such as masses, neutron
capture rates, β-decay rates, and β-delayed neutron emission
probabilities are needed for thousands of neutron-rich nuclear

*matthew@mumpower.net

species from the valley of stability to the neutron drip line.
Presently there is little experimental information available
for the vast majority of these quantities. Simulations must
instead rely on extrapolated or theoretical values, where
different approaches can produce markedly different (and often
divergent) predictions.

Nuclear masses are particularly important for the r process
as they enter into the calculations of all of the aforementioned
nuclear properties, which shape how each phase of the
r process proceeds. In a classic r process, an equilibrium is
established between neutron captures and photodissociations,
and nuclear masses directly determine the r-process path
through a Saha equation:

Y (Z,N + 1)
Y (Z,N )

∝ G(Z,N + 1)
2G(Z,N )

Nn

(kT )3/2
exp

[
Sn(Z,N + 1)

kT

]
,

(1)

where G(Z,N ) are the partition functions, Nn is the neu-
tron number density, kT is the temperature in MeV, and
Sn(Z,N + 1) is the neutron separation energy, the differ-
ence in binding energy between the nuclei (Z,N + 1) and
(Z,N ). Each isotopic chain is connected to its neighbors by
β decay, and thus the β-decay lifetimes of nuclei along the
r-process path set their relative abundances. Modern nuclear
network calculations show that this equilibrium picture is an
excellent approximation for early-time r-process evolution
in many astrophysical scenarios. Eventually (n,γ ) ! (γ ,n)
equilibrium fails, or in some scenarios is not established at all,
and then neutron capture, photodissociation, and β decay all
compete to shape the final abundance pattern.

The roles of these individual pieces of data in r-process
nuclear network simulations have been examined via sensitiv-
ity studies. In these studies, baseline astrophysical conditions
are chosen, a single nuclear property is varied, and the
simulation is rerun with the nuclear data change and compared
to the baseline. Sensitivity studies highlight the pieces of data
with the most leverage on the final abundance pattern and
elucidate the mechanisms of influence. They have so far been
performed for neutron capture rates [31–34], β-decay rates

0556-2813/2015/92(3)/035807(8) 035807-1 ©2015 American Physical Society

Blume-2006 Theory agrees with experiment in regions         
where data is available 
Theory disagrees widely outside those regions  
Extrapolations are dangerous - yet inevitable!

Machine Learning as a last resort 
to the extrapolation dilemma! 



Nuclear Theory meets 
Machine Learning
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Nuclear mass predictions for the crustal composition of neutron stars:
A Bayesian neural network approach
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Background: Besides their intrinsic nuclear-structure value, nuclear mass models are essential for astrophysical
applications, such as r-process nucleosynthesis and neutron-star structure.
Purpose: To overcome the intrinsic limitations of existing “state-of-the-art” mass models through a refinement
based on a Bayesian neural network (BNN) formalism.
Methods: A novel BNN approach is implemented with the goal of optimizing mass residuals between theory
and experiment.
Results: A significant improvement (of about 40%) in the mass predictions of existing models is obtained after
BNN refinement. Moreover, these improved results are now accompanied by proper statistical errors. Finally,
by constructing a “world average” of these predictions, a mass model is obtained that is used to predict the
composition of the outer crust of a neutron star.
Conclusions: The power of the Bayesian neural network method has been successfully demonstrated by a
systematic improvement in the accuracy of the predictions of nuclear masses. Extension to other nuclear
observables is a natural next step that is currently under investigation.

DOI: 10.1103/PhysRevC.93.014311

I. INTRODUCTION

Shortly after the discovery of the neutron by Chadwick, the
remarkable semiempirical nuclear mass formula of Bethe and
Weizsäcker was conceived. Originally proposed by Gamow
and later extended by Weizsäcker, Bethe, Bacher, and oth-
ers [1,2], the “liquid-drop” model (LDM) regards the nucleus
as an incompressible drop consisting of two quantum fluids,
one electrically charged consisting of Z protons and one
neutral containing N neutrons. Given that the nuclear binding
energy B(Z,N ) accounts for only a small fraction (!1%) of the
total mass of the nucleus, it is customary to remove the large,
but well known, contribution from the mass of its constituents.
That is,

B(Z,N ) ≡ Zmp + Nmn − M(Z,N ), (1)

where A = Z + N is the mass (or baryon) number of the
nucleus. In this manner B(Z,N ) encapsulates all the com-
plicated nuclear dynamics. In the context of the liquid-drop
formula, the binding energy is written in terms of a handful of
empirical parameters that represent volume, surface, Coulomb,
asymmetry, and pairing contributions:

B(Z,A) = avA − asA
2/3 − ac

Z2

A1/3
−

(
aa + aas

A1/3

)

× (A − 2Z)2

A
− ap

η(Z,N )
A1/2

+ · · · , (2)

where the pairing coefficient takes values of η = +1,0,−1
depending on whether an even-even, even-odd, or odd-odd
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nucleus is involved. Note that besides the conventional
volume asymmetry term, a surface asymmetry term has also
been included [3]. The handful of empirical coefficients are
determined through a least-squares fit to the thousands of
nuclei whose masses have been determined accurately [4].
It is indeed a remarkable fact that in spite of its enormous
simplicity the 80 year old LDM has stood the test of time.

To a large extent, the reason that the LDM continues to
be enormously valuable even today is because the dominant
contribution to the nuclear binding energy varies smoothly
with both Z and N . Indeed, according to Strutinsky’s energy
theorem [5], the nuclear binding energy may be separated
into two main components: one large and smooth and another
one small and fluctuating. Whereas successful in reproducing
the smooth general trends, the LDM fails to account for
the rapid fluctuations with Z and N around shell gaps. The
explanation for the extra stability observed around certain
“magic numbers” had to await the insights of Haxel, Jensen,
Suess, and Goeppert-Mayer [6,7], who elucidated the vital
role of the spin-orbit interaction in nuclear physics. Since the
seminal work by Goeppert-Mayer and Jensen, who shared
with Wigner the 1963 Nobel Prize, theoretical calculations
have evolved primarily along two separate lines of investiga-
tion. One of them—the so-called microscopic-macroscopic
(“mic-mac”) model—incorporates microscopic corrections
to account for the physics that is missing from the most
sophisticated macroscopic models. Mic-mac approaches have
enjoyed their greatest success in the work of Möller and
co-workers [8– 10] and Duflo and Zuker [11]. The second
theoretical approach, falling under the general classification
of microscopic mean-field models, relies on an energy density
functional that is motivated by well known features of the
nuclear dynamics. Such density functionals are expressed in
terms of a handful of empirical constants that are directly fitted
to experimental data [12– 15].

2469-9985/2016/93(1)/014311(11) 014311-1 ©2016 American Physical Society

M(N,Z) = MDFT (N,Z) + �MBNN (N,Z)

Systematic scattering greatly reduced   
Predictions supplemented by theoretical errors         

Use DFT to predict nuclear masses   
Train BNN by focusing on residuals          

o
The paradigm

Artificial Neural Network Re-generating Richard Feynman



Verify, Validate, and Predict
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It is indeed a remarkable fact that in spite of its enormous
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To a large extent, the reason that the LDM continues to
be enormously valuable even today is because the dominant
contribution to the nuclear binding energy varies smoothly
with both Z and N . Indeed, according to Strutinsky’s energy
theorem [5], the nuclear binding energy may be separated
into two main components: one large and smooth and another
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the smooth general trends, the LDM fails to account for
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explanation for the extra stability observed around certain
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theoretical approach, falling under the general classification
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Verify: h*p://www.cs.toronto.edu/~radford/ (Radford M. Neil) 
Validate: divide data into training and validation sets 
Predict: Use the model outside its comfort zone
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Systematic scattering greatly reduced 
Models that over-predict tend to go down 
Models that under-predict tend to go up 

Predictions with theoretical errors 
Extrapolations are unreliable - yet errors 
help mitigate the problem …  

Accurate predictions for ~60 new nuclei 
New AME2016 compilation … 

Helps in our understanding of both the  
composition of the stellar crust and   
r-process nucleosynthesis



The Intriguing Inner Crust
Top Layers: Coulomb Crystal of n-rich nuclei immersed in e- gas 

… and a superfluid neutron vapor critical for glitches

Bottom Layers: Coulomb frustration               “Nuclear Pasta”

Emergent from a dynamical (or geometrical) competition
Impossible to simultaneously minimize all elementary interactions
Emergence of a multitude of topologically distinct (quasi) ground states
Universal in complex systems (low-D magnets, correlated e-, …)

Tidal Polarizability extremely sensitive to the crustal dynamics!



The Inner Crust: “How to smell the pasta?”
Pons et al., Nature Physics (2013)

Coulomb Crystal to Fermi liquid transition mediated by nuclear pasta
Experimental and observational signatures have proved elusive
On Earth: Low-energy HI-collisions produce dilute neutron-rich matter

However, matter is “warm” and models are required to extrapolate
On Heaven: Lack of isolated X-ray pulsars with long periods (P&12 s)

Magnetic fields large enough 1013 G to suggest longer periods
Highly resistive layer decreases electrical conductivity; quenches magnetic field
Limits the pulsar spin period to at most 20s

Must calculate the electrical conductivity in the nuclear pasta!
J. Piekarewicz (FSU) How Does Subatomic Matter Organize Itself? MSU – October 1, 2014 11 / 20



The Richness of the Neutron Star Crust
Pulsar Glitches: Sudden spin-up of the rotational frequency 

Constrains the fraction of the crustal moment of inertia and the EOS

Magnetar Giant Flares: Enormous release of magnetic energy 
Crustal pinning and eventual “snapping” of magnetic field lines 

Starquakes: Much like earthquakes but in the neutron star
Just as helioseismology, starquakes probe the composition of the crust 

Mass Quadrupoles: Braking strain of the stellar crust
“Mountains” on rapidly-rotating neutron stars are efficient sources  
of Gravitational Wave radiation. 

Tidal polarizability extracted from BNS mergers 
Highly sensitive to crustal EOS



The Anatomy of a Neutron Star
Atmosphere (10 cm):  Shapes Thermal Radiation (L=4psR2T4)
Envelope (100 m):  Huge Temperature Gradient (108K 4106K)
Outer Crust (400 m):  Coulomb Crystal (Exotic neutron-rich nuclei)
Inner Crust (1 km):  Coulomb Frustration (“Nuclear Pasta”)
Outer Core (10 km):  Uniform Neutron-Rich Matter (n,p,e,µ)
Inner Core (?):  Exotic Matter (Hyperons, condensates, quark matter)
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TABLE III. Constrained energies EGMR =
√

m1/m−1 (in MeV)
for the GMR in 90Zr, 116Sn, 144Sm, and 208Pb obtained from exper-
iments at TAMU [62] and RCNP [63– 67]. Theoretical results were
obtained by following the constrained RMF formalism developed in
Ref. [68].

Nucleus TAMU RCNP NL3 FSU FSU2

90Zr 17.81 ± 0.35 — 18.76 17.86 17.93 ± 0.09
116Sn 15.90 ± 0.07 15.70 ± 0.10 17.19 16.39 16.47 ± 0.08
144Sm 15.25 ± 0.11 15.77 ± 0.17 16.29 15.55 15.59 ± 0.09
208Pb 14.18 ± 0.11 13.50 ± 0.10 14.32 13.72 13.76 ± 0.08

Research Center for Nuclear Physics (RCNP) in Osaka, Japan
[63– 67]. Here m1 and m−1 are suitable moments of the
strength distribution that represent the energy-weighted and
inverse-energy-weighted sums, respectively. The theoretical
results listed on the table were obtained by following the
constrained RMF formalism developed in Ref. [68]. Moreover,
it was found in Ref. [69] that pairing correlations have a very
minor impact on the GMR energies. Therefore, pairing was not
included in the case of the open-shell nuclei 116Sn and 144Sm.
The same information has been displayed in graphical form in
Fig. 1. Note that the red solid line in the figure represents a fit
to the FSU2 predictions of the form Efit = 72.8 A−0.31 MeV;
this compares favorably against the macroscopic expectation
of EGMR ≈ 80A−1/3 MeV [70,71]. We find both intriguing
and unsettling that the TAMU and RCNP data—particularly
for 208Pb—are inconsistent with each other. Given the critical
nature of this information, we trust that the discrepancy may be
resolved in the near future. In the meantime, and to account for
the experimental discrepancy, we have adopted slightly larger
errors in the optimization of the functional, namely, 2% for
90Zr and 1% for the rest.
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FIG. 1. (Color online) Constrained giant monopole energies for
90Zr, 116Sn, 144Sm, and 208Pb. Experimental data were obtained
from experiments carried out at TAMU [62] and RCNP [63– 67].
Theoretical predictions are presented for NL3 [8], FSUGold [10],
and FSUGold2 supplemented with theoretical errors. The red solid
line represents a best fit to the FSUGold2 predictions of the form
Efit = 72.8A−0.31 MeV.

Our results indicate that the predictions from FSU and
FSU2 are compatible with each other. This is consistent with
the notion that GMR energies probe the incompressibility
coefficient of SNM, that is, K (see Table IV). Moreover, with
the exception of 116Sn, both FSU and FSU2 reproduce the
experimental data, although they both favor the smaller RCNP
measurement in the case of 208Pb. Note that the answer to the
question of why tin is so soft [51,64,65] continues to elude
us to this day [69,72– 78]. By the same token NL3, with a
significantly larger value of K than both FSU and FSU2,
overestimates the experimental data, except in the case of
the TAMU data for 208Pb [79]. Although, in principle, GMR
energies of neutron-rich nuclei probe the incompressibility
coefficient of neutron-rich matter [51], in practice the neutron-
proton asymmetry for these nuclei is simply too small to
provide any meaningful constraint on the density dependence
of the symmetry energy. This is the main reason behind the
agreement between FSU and FSU2, even though they predict
radically different values for the slope of the symmetry energy
L (see Table IV).

D. Neutron-star structure

The last observable that was included in the calibration
of the new FSU2 functional was the maximum neutron-star
mass. Displayed in Fig. 2 with horizontal bars are the two
most massive, and accurately measured, neutron stars [18,19].
Clearly, those observations place stringent constraints on the
high-density component of the EOS, as models that predict
limiting masses below 2M⊙—such as FSUGold—must be
stiffened accordingly. Therefore, for the optimization of the
FSU2 functional, we have adopted a value of Mmax = 2.10M⊙
with a relatively small 1% error. If required by future
observations, this input can be easily modified by a suitable
tuning of the quartic vector coupling constant ζ .

Also displayed in Fig. 2 are theoretical predictions for
the mass-vs-radius (M-R) relations for the three models
considered in the text. As alluded to earlier, with a stiff EOS
NL3 predicts large stellar radii and a maximum neutron-
star mass of almost 3M⊙. In contrast, FSUGold with a
relatively soft EOS predicts smaller values for both. The new
FSUGold2 functional displays a M-R relation that appears
intermediate between NL3 and FSUGold. In particular, after
the optimization we obtain a maximum stellar mass of Mmax =
(2.07 ± 0.02)M⊙, safely within the bounds set by observation.
Given the large impact that the quartic vector coupling constant
ζ has on the EOS at high densities, these results are totally
consistent with our expectations (see Table I). However, stellar
radii seem to be controlled by the density dependence of
the symmetry energy in the immediate vicinity of saturation
density [80]. Thus, models with large values of L tend to
predict neutron stars with large radii [47]. This is the main
reason behind the relatively uniform “shift” between FSU
and FSU2 (see Table IV). It is important to realize that no
observable highly sensitive to the density dependence of the
symmetry energy, such as the neutron-skin thickness of 208Pb
or stellar radii, was used in the calibration of FSU2. Such
a choice was deliberate, as at present there are no stringent
experimental or observational constraints on the isovector
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TABLE I. Model parameters for the newly optimized FSUGold2 relativistic EDF along with two accurately calibrated RMF models: NL3
[8] and FSUGold [10]. The parameter κ and the meson masses ms, mv, and mρ are all given in MeV. The nucleon mass has been fixed at
M = 939 MeV in all the models.

Model ms mv mρ g2
s g2

v g2
ρ κ λ ζ %v

NL3 508.194 782.501 763.000 104.3871 165.5854 79.6000 3.8599 −0.015 905 0.0000 0.000 000
FSU 491.500 782.500 763.000 112.1996 204.5469 138.4701 1.4203 +0.023 762 0.0600 0.030 000
FSU2 497.479 782.500 763.000 108.0943 183.7893 80.4656 3.0029 −0.000 533 0.0256 0.000 823

such case, the overall quality of the EDF would be poor, as
binding energies and charge radii would be well reproduced
at the expense of all remaining observables. Therefore, to
mitigate this deficiency one should manipulate the errors in
such a way that the relative weights of all observables be
commensurate with each other. By necessity, this implies some
“trial and error” as there is no clear choice for the optimal
protocol [26]. The choice of error for each observable adopted
in the fit is discussed below.

Once the objective function has been properly defined
by specifying a theoretical model and a set of observables
with properly defined errors, the Levenberg-Marquardt method
was used to obtain the optimal set of parameters p =
(ms,ρ0,ε0,M

∗,K,J,L,ζ ). In turn, the model parameters q may
be obtained from the transformation outlined in the Appendix.
The resulting set of model parameters for the newly built
functional FSUGold2 (or “FSU2” for short) are displayed in
Table I. Also shown for comparison are two canonical sets
of parameters, NL3 [8] and FSUGold (or “FSU” for short)
[10]. Given that the EOS for symmetric nuclear matter and
the symmetry energy are both stiff in the case of NL3 and

TABLE II. Experimental data for the binding energy per nucleon
(in MeV) [60] and charge radius (in fm) [61] for all the nuclei involved
in the optimization. Also displayed are the theoretical results obtained
with NL3 [8], FSUGold [10], and FSUGold2.

Nucleus Observable Experiment NL3 FSU FSU2

16O B/A 7.98 8.06 7.98 8.00
Rch 2.70 2.75 2.71 2.73

40Ca B/A 8.55 8.56 8.54 8.54
Rch 3.48 3.49 3.45 3.47

48Ca B/A 8.67 8.66 8.58 8.63
Rch 3.48 3.49 3.48 3.47

68Ni B/A 8.68 8.71 8.66 8.69
Rch — 3.88 3.88 3.86

90Zr B/A 8.71 8.70 8.68 8.69
Rch 4.27 4.28 4.27 4.26

100Sn B/A 8.25 8.30 8.24 8.28
Rch — 4.48 4.48 4.47

116Sn B/A 8.52 8.50 8.50 8.49
Rch 4.63 4.63 4.63 4.61

132Sn B/A 8.36 8.38 8.34 8.36
Rch 4.71 4.72 4.74 4.71

144Sm B/A 8.30 8.32 8.32 8.31
Rch 4.95 4.96 4.96 4.94

208Pb B/A 7.87 7.90 7.89 7.88
Rch 5.50 5.53 5.54 5.51

both soft for FSU, such a comparison is very informative.
However, when comparing these models, one should keep in
mind that different models are calibrated using different sets
of observables and associated errors. This introduces some
inherent biases into the models that ultimately become an
important source of systematic errors.

B. Ground-state properties

We start this section by displaying in Table II ground-state
binding energies and charge radii for all the nuclei involved
in the optimization. Experimental data for these observables
were obtained from the latest atomic-mass evaluation [60] and
charge radii compilation [61], respectively. In turn, the errors
assigned to the binding energies and charge radii are 0.1%
and 0.2%, respectively. As mentioned earlier, these adopted
errors are several orders of magnitude larger than the quoted
experimental uncertainties [60,61]. Only by doing so can one
prevent the optimization from being dominated by these two
ground-state observables. Also displayed in Table II are the
theoretical predictions from all three models. Because the
influence of pairing correlations in both the binding energies
and charge radii are very small, we did not take pairing into
consideration for the open-shell nuclei 116Sn and 144Sm. Note
that the theoretical errors predicted by FSU2 (of about 1 part
in 1000) are too small to be displayed in the table. Also note
that the quoted theoretical value for the charge radius was
obtained by adding to the extracted nuclear point proton radius
the intrinsic charge radius of the proton r= 0.8783(86) fm
[61]. That is, Rch = (R2

p + r2)1/2. We can see that both the
binding energies and charge radii are very well reproduced
by all the models. In the particular case of FSU2, with the
exception of the charge radius of 16O, the discrepancy relative
to experiment is less than 0.5%. The slightly larger than 1%
deviation in the case of 16O should not come as a surprise, as
with only 16 nucleons oxygen barely qualifies as a “mean field”
nucleus. It is important to stress that neither binding energies
nor charge radii have a significant impact on the stiffness of
the EOS. Indeed, NL3 and FSU predict significantly different
stiffness for the EOS (see below), yet they both reproduce fairly
accurately the experimental results for these two observables.

C. Giant monopole resonances

In optimizing the FSUGold2 functional, we have also
incorporated GMR energies for 90Zr, 116Sn, 144Sm, and
208Pb. In Table III we display constrained GMR energies
EGMR =

√
m1/m−1 extracted from measurements at the Texas

A&M University (TAMU) cyclotron facility [62] and at the
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Ab-initio calculations of heavy nuclei remains daunting task
Search for energy functional valid over a large physics domain 

   “From finite nuclei all the way to neutron stars”
Incorporate physics insights into the construction of the functional

Accurately calibrated to various properties of finite nuclei 
    masses, charge radii, and giant monopole resonances

Empirical constants encode physics beyond mean field
Empirical constants obtained from the optimization of a quality measure
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Building relativistic mean field models for finite nuclei and neutron stars
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Background: Theoretical approaches based on density functional theory provide the only tractable method to
incorporate the wide range of densities and isospin asymmetries required to describe finite nuclei, infinite nuclear
matter, and neutron stars.
Purpose: A relativistic energy density functional (EDF) is developed to address the complexity of such diverse
nuclear systems. Moreover, a statistical perspective is adopted to describe the information content of various
physical observables.
Methods: We implement the model optimization by minimizing a suitably constructed χ2 objective function
using various properties of finite nuclei and neutron stars. The minimization is then supplemented by a covariance
analysis that includes both uncertainty estimates and correlation coefficients.
Results: A new model, “FSUGold2,” is created that can well reproduce the ground-state properties of finite nuclei,
their monopole response, and that accounts for the maximum neutron-star mass observed up to date. In particular,
the model predicts both a stiff symmetry energy and a soft equation of state for symmetric nuclear matter,
suggesting a fairly large neutron-skin thickness in 208Pb and a moderate value of the nuclear incompressibility.
Conclusions: We conclude that without any meaningful constraint on the isovector sector, relativistic EDFs
will continue to predict significantly large neutron skins. However, the calibration scheme adopted here is
flexible enough to create models with different assumptions on various observables. Such a scheme—properly
supplemented by a covariance analysis—provides a powerful tool to identify the critical measurements required
to place meaningful constraints on theoretical models.
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I. INTRODUCTION

Finite nuclei, infinite nuclear matter, and neutron stars are
complex, many-body systems governed largely by the strong
nuclear force. Although quantum chromodynamics (QCD) is
the fundamental theory of the strong interaction, enormous
challenges have prevented us from solving the theory in the
nonperturbative regime of relevance to nuclear systems. To
date, these complex systems can be investigated only in the
framework of an effective theory with appropriate degrees of
freedom. Among the effective approaches, the one based on
density functional theory (DFT) is most promising, as it is the
only microscopic approach that may be applied to the entire
nuclear landscape and to neutron stars. In the past decades nu-
merous energy density functionals (EDFs) have been proposed
which can be grouped into two main branches: nonrelativistic
and relativistic. Skyrme-type functionals are the most popular
ones within the nonrelativistic domain, where nucleons inter-
act via density-dependent effective potentials. Using such a
framework, the Universal Nuclear Energy Density Functional
(UNEDF) Collaboration [1] aims to achieve a comprehensive
understanding of finite nuclei and the reactions involving them
[2– 4]. On the other end, relativistic mean field (RMF) models,
based on a quantum field theory having nucleons interacting
via the exchange of various mesons, have been successfully
used since the 1970s and provide a covariant description of
both infinite nuclear matter and finite nuclei [5– 10].

*wc09c@my.fsu.edu
†jpiekarewicz@fsu.edu

In the traditional spirit of effective theories, both nonrel-
ativistic and relativistic EDFs are calibrated from nuclear
experimental data that is obtained under normal laboratory
conditions, namely, at or slightly below nuclear saturation
density and with small to moderate isospin asymmetries.
The lack of experimental data at both higher densities and
with extreme isospin asymmetries leads to a large spread
in the predictions of the models, even when they may all
be calibrated to the same experimental data. Consequently,
fundamental nuclear properties, such as the neutron density
of medium-to-heavy nuclei [11– 14], proton and neutron drip
lines [15,16], and a variety of neutron-star properties [17– 19],
remain largely undetermined.

It has been a common practice for a long time to supplement
experimental results with uncertainty estimates. Indeed, no
experimental measurement could ever be published without
properly estimated “error bars.” Often, the most difficult part
of an experiment is a reliable quantification of systematic
errors, and improving the precision of the measurement
consists of painstaking efforts at reducing the sources of such
uncertainties. On the contrary, theoretical predictions merely
involve reporting a “central value” without any information on
the uncertainties inherent in the formulation or the calculation.
Thus, to determine whether a theory is successful or not, the
only required criterion is to reproduce the experimental data.
Although this approach has certain value—especially if the
examined model reproduces a vast amount of experimental
data—such a criterion is often neither helpful nor meaningful.
The situation becomes even worse if the predictions of an
effective theory are extrapolated into unknown regions, such
as the boundaries of the nuclear landscape and the interior

0556-2813/2014/90(4)/044305(17) 044305-1 ©2014 American Physical Society
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The Equation of State of Neutron-Rich Matter
Two conserved charges: proton and neutron densities (no weak interactions)

Equivalently; total nucleon density and asymmetry: r and a=(N-Z)/A

Expand around nuclear equilibrium density: x=(r-r0)/3r0;   r0x0.15 fm-3  

Density dependence of symmetry energy poorly constrained!!   
“L” symmetry slope ~ pressure of pure neutron matter at saturation
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Searching for L: The Strategy 
PPNM xLr0 /3 is not a physical observable!

Establish a powerful physical argument connecting L to Rskin 

Where do the extra 44 neutrons in 208Pb go?  
Competition between surface tension and the S(r0)-S(rsurf)xL.  
The larger the value of L, the thicker the neutron skin of 208Pb 

Ensure that “your” accurately-calibrated DFT supports the correlation   
Statistical Uncertainty: Theoretical error bars and correlation coefficients

Ensure that “all” accurately-calibrated DFT support the correlation  
Systematic Uncertainty: Systematic errors, much harder to quantify
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PREX@JLAB: First electroweak (clean!) 
evidence in favor of Rskin in Pb 
Precision hindered by radiation issues

Statistical uncertainties 3 times larger than  
promised: Rskin=0.33(16)fm

PREX-II and CREX to run in 2018
Original goal of 1% in neutron radius Organizing Committee

Chuck Horowitz (Indiana)

Kees de Jager (JLAB)

Jim Lattimer (Stony Brook)

Witold Nazarewicz (UTK, ORNL)

Jorge Piekarewicz (FSU

Sponsors: Jefferson Lab, JSA

PREX is a fascinating experiment that uses parity

violation to accurately  determine the neutron

radius in 208Pb. This has broad applications to

astrophysics, nuclear structure, atomic parity non-

conservation and tests of the standard model.  The

conference will begin with introductory lectures

and we encourage new comers to attend.

For more information contact horowit@indiana.edu

Topics

Parity Violation

Theoretical descriptions of neutron-rich nuclei and

bulk matter

Laboratory measurements of neutron-rich nuclei

and bulk matter

Neutron-rich matter in Compact Stars / Astrophysics

Website: http://conferences.jlab.org/PREX

Neutron Radii via PV Electron Scattering Donnelly, Dubach, Sick, NPA 503, 589 (1989)

Charge (proton) densities known with enormous precision
Charge density probed via parity-conserving eA scattering

Weak-charge (neutron) densities poorly known
Large and uncontrolled hadronic uncertainties
Weak-charge density probed via parity-violating eA scattering
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The Isovector Giant Dipole Resonance in 208Pb
JP et al., PRC85, 041302 (2012); Roca-Maza et al., PRC88, 024316 (2013)

IVGDR: Coherent oscillations of protons against neutrons
Nuclear symmetry energy acts as
restoring force for this mode

Energy weighted sum rule largely model independent ⇠NZ/A

Electric dipole polarizability (IEWSR) sensitive to L: ↵DJ⇠a+bL

Electric dipole polarizability a powerful complement to neutron skin
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Pygmy Dipole Resonance in unstable 68Ni
[O. Wieland et al., PRL 102, 092502 (2009); D.M. Rossi et al., PRL 111, 242503 (2013)]

Emergence of significant low-energy “Pygmy” strength
Pygmy perceived as an oscillation of
neutron-rich skin against isospin
symmetric core

Pygmy strength of relevance to (�,n) reactions in stellar environments
Pygmy strength as a possible constrain on the neutron skin?

What is the exact nature of the low-energy Pygmy resonance?
Is it possible to isolate the Pygmy from the Giant in a model-independent way?
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Heaven and Earth … and “L”  
The enormous reach of the neutron skin

Neutron-star radii are sensitive to the EOS near 2r0
Neutron star masses sensitive to EOS at much higher density 

Neutron skin correlated to a host of neutron-star properties
Stellar radii, proton fraction, enhanced cooling, moment of inertia

Neutron skin of heavy nuclei and NS radii driven by same physics  
Difference in length scales of 18 orders of magnitude!!
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FIG. 4. (Color online) (a) Binding energy per nucleon of sym-
metric nuclear matter and (b) symmetry energy as a function of
density in units of nuclear-matter saturation density ρ0 = 0.148 fm−3.
Predictions are included from the three models discussed in the
text: NL3 [8], FSUGold [10], and FSUGold2 supplemented with
theoretical errors.

EOS of SNM (left panel) and the symmetry energy (right
panel) are displayed for the three RMF models considered
in this work. Owing to the inclusion of GMR energies into
the calibration of FSUGold2, the incompressibility coefficient
was fairly accurately determined (see Table IV) and this, in
turn, generates small theoretical errors on the EOS up to 2–3
times saturation density. The larger theoretical uncertainty
with increasing density is a reflection of the inability of
ground-state properties and GMR energies to constrain the
high-density behavior of the EOS. In principle, the inclusion
of a maximum neutron-star mass Mmax into the fit should have
served to constrain the EOS at high density. However, given
that the symmetry energy is stiff (see right-hand panel), one
can satisfy the Mmax constraint without imposing stringent
limits on the EOS of SNM at high densities. However, the
situation is radically different in the case of the symmetry
energy, as the model has lost its predicability at densities
only slightly above saturation density. Although we expect to
mitigate this situation once strong isovector observables, such
as neutron skins and stellar radii, are incorporated into the
calibration of the density functional, our results underscore
the importance of including theoretical uncertainties. Whereas
the symmetry energy predicted by FSUGold2 is stiff at
saturation density, it is consistent at the 1σ level with a
symmetry energy almost as soft as FSUGold and as stiff as
(or even stiffer than) NL3 at high densities. The impact of a
stiff symmetry energy on the neutron-skin thickness of all the
nuclei used in the calibration procedure is displayed in Table V.
These results help to reinforce the recent claim that, at present,
there is no compelling reason to rule out models with large
neutron skins [89]. We close this part of the discussion with
a brief comment on the EOS of PNM. Given that the EOS of
PNM may be approximated as that of SNM plus the symmetry
energy, the EOS of PNM at low densities for FSUGold2
strongly resembles the one for NL3. Although PNM is not
experimentally accessible, there are important theoretical
constraints that have emerged from the universal behavior of
dilute Fermi gases in the unitary limit [33]. As mentioned

TABLE V. Predictions for the neutron skins, Rskin ≡ Rn − Rp (in
fm), of all the nuclei included in the calibration procedure for NL3
[8], FSUGold [10], and FSUGold2 supplemented with theoretical
error bars.

Nucleus NL3 FSU FSU2

16O −0.028 −0.029 −0.028 ± 0.005
40Ca −0.049 −0.051 −0.050 ± 0.004
48Ca 0.226 0.197 0.232 ± 0.008
68Ni 0.261 0.211 0.268 ± 0.010
90Zr 0.114 0.088 0.117 ± 0.008
100Sn −0.076 −0.080 −0.077 ± 0.008
116Sn 0.167 0.122 0.172 ± 0.011
132Sn 0.346 0.271 0.354 ± 0.019
144Sm 0.145 0.103 0.149 ± 0.011
208Pb 0.278 0.207 0.287 ± 0.020

earlier, without additional isovector constraints the symmetry
energy predicted by RMF models tends to be fairly stiff. There-
fore, whereas FSUGold is consistent with most theoretical
constraints [33–35,90], both FSUGold2 and NL3 are not.

So far, we have discussed the results from the optimization
and the theoretical errors associated with a large number
of physical quantities. We now turn the discussion to the
important topic of correlations based on Eqs. (14) and (15).
We start in Fig. 5 by displaying correlation coefficients in
graphical form for various physical quantities. From these,
only GMR energies and the maximum neutron-star mass
were included in the calibration procedure. As anticipated,
we find a strong correlation of the GMR energies to
the nuclear incompressibility coefficient K , verifying the

FIG. 5. Correlation coefficients (in absolute value) depicted in
graphical form for a representative set of observables. The set includes
four GMR energies (for 90Zr, 116Sn, 144Sm, and 208Pb), two neutron
radii (for 48Ca and 208Pb), several bulk properties of nuclear matter
(ε0 , ρ0 , M∗, K , J , and L), and two neutron-star observables (the
maximum mass Mmax and the radius of a 1.4M⊙ neutron star R1.4).
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"We have detected gravitational waves; we did it" 
David Reitze, February 11, 2016

The dawn of a new era: GW Astronomy 
Initial black hole masses are 36 and 29 solar masses
Final black hole mass is 62 solar masses;  
3 solar masses radiated in Gravitational Waves!  

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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On September 14, 2015 at 09:50:45 UTC the two detectors of the Laser Interferometer Gravitational-Wave
Observatory simultaneously observed a transient gravitational-wave signal. The signal sweeps upwards in
frequency from 35 to 250 Hz with a peak gravitational-wave strain of 1.0 × 10−21. It matches the waveform
predicted by general relativity for the inspiral and merger of a pair of black holes and the ringdown of the
resulting single black hole. The signal was observed with a matched-filter signal-to-noise ratio of 24 and a
false alarm rate estimated to be less than 1 event per 203 000 years, equivalent to a significance greater
than 5.1σ. The source lies at a luminosity distance of 410þ160

−180 Mpc corresponding to a redshift z ¼ 0.09þ0.03
−0.04 .

In the source frame, the initial black hole masses are 36þ5
−4M⊙ and 29þ4

−4M⊙, and the final black hole mass is
62þ4

−4M⊙, with 3.0þ0.5
−0.5M⊙c2 radiated in gravitational waves. All uncertainties define 90% credible intervals.

These observations demonstrate the existence of binary stellar-mass black hole systems. This is the first direct
detection of gravitational waves and the first observation of a binary black hole merger.
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I. INTRODUCTION

In 1916, the year after the final formulation of the field
equations of general relativity, Albert Einstein predicted
the existence of gravitational waves. He found that
the linearized weak-field equations had wave solutions:
transverse waves of spatial strain that travel at the speed of
light, generated by time variations of the mass quadrupole
moment of the source [1,2]. Einstein understood that
gravitational-wave amplitudes would be remarkably
small; moreover, until the Chapel Hill conference in
1957 there was significant debate about the physical
reality of gravitational waves [3].
Also in 1916, Schwarzschild published a solution for the

field equations [4] that was later understood to describe a
black hole [5,6], and in 1963 Kerr generalized the solution
to rotating black holes [7]. Starting in the 1970s theoretical
work led to the understanding of black hole quasinormal
modes [8–10], and in the 1990s higher-order post-
Newtonian calculations [11] preceded extensive analytical
studies of relativistic two-body dynamics [12,13]. These
advances, together with numerical relativity breakthroughs
in the past decade [14–16], have enabled modeling of
binary black hole mergers and accurate predictions of
their gravitational waveforms. While numerous black hole
candidates have now been identified through electromag-
netic observations [17–19], black hole mergers have not
previously been observed.

The discovery of the binary pulsar systemPSR B1913þ16
by Hulse and Taylor [20] and subsequent observations of
its energy loss by Taylor and Weisberg [21] demonstrated
the existence of gravitational waves. This discovery,
along with emerging astrophysical understanding [22],
led to the recognition that direct observations of the
amplitude and phase of gravitational waves would enable
studies of additional relativistic systems and provide new
tests of general relativity, especially in the dynamic
strong-field regime.
Experiments to detect gravitational waves began with

Weber and his resonant mass detectors in the 1960s [23],
followed by an international network of cryogenic reso-
nant detectors [24]. Interferometric detectors were first
suggested in the early 1960s [25] and the 1970s [26]. A
study of the noise and performance of such detectors [27],
and further concepts to improve them [28], led to
proposals for long-baseline broadband laser interferome-
ters with the potential for significantly increased sensi-
tivity [29–32]. By the early 2000s, a set of initial detectors
was completed, including TAMA 300 in Japan, GEO 600
in Germany, the Laser Interferometer Gravitational-Wave
Observatory (LIGO) in the United States, and Virgo in
Italy. Combinations of these detectors made joint obser-
vations from 2002 through 2011, setting upper limits on a
variety of gravitational-wave sources while evolving into
a global network. In 2015, Advanced LIGO became the
first of a significantly more sensitive network of advanced
detectors to begin observations [33–36].
A century after the fundamental predictions of Einstein

and Schwarzschild, we report the first direct detection of
gravitational waves and the first direct observation of a
binary black hole system merging to form a single black
hole. Our observations provide unique access to the
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