N

\ .- \
A b-!-l-!-lr.‘ R\ i!j w ! - e
\ '\ A oAl A
AR AN B kit \ . « R -
A\ \J o

lllll

,o
SRLEE S 7 e
e -t
¥ !%1 »
L Y || R——

llllll
llllll

L ;

TIT ot
sely | 1

~ )

£
o TR i i
i
Raiaty |
o ?

AT s

1ns

D)
R\

Jbel

- o ¥

e . - 15715 R, STt 9 .‘.m.._. 5
s X — .;. 180 4 =
._, 2 o B .,” - ,._. P ) .__ 3 |

W ‘._... [y — v !.. " 5 5 ¢
- SArgl gy el
- = f " J - . — -

TS gt Y- =l e B | 5 = : L | :

h\, - i ) - 9 J b . :



CMS trigger system:

Hugues BRUN

Level 1:

 Algorithms implemented on electronic
cards (FPGA, ASICs)

e Reduce the rate to 100kHz

e Readout of the detector only for events
passing the L1

e Latency of 4us

HLT:

« Based on a simplified reconstruction

e Decision taken in ~150ms

e Reduce the rate to 1kHz

« Events passing the HLT will be stored
for physics and detector calibration/
alignement

CMS trigger in Run 2



Run 2 beam conditions

rate X 4 in average -

decrease of the
efficiency on the
physic signals

3 scenarios have been considered for run 2

preparation, targeting the main LHC running plus dedicated trigger
N S S S menus for:
period: | . e Low PU runs
e 50ns, peak lumi = 5x1033cm=s™, (PU=30) e HeavyIon
e 25ns, peak lumi = 7x1033 cm=s?, (PU=20) e Commissioning
e 25ns, peak lumi = 1.4x1034cm=s", (PU=40)

Hugues BRUN CMS trigger in Run 2



Improvements at L1

GCT replaced by Layer 2
» More efficient 1 triggers (4x4 or 4x8
tau tower + possibility of T isolation)
.., *» plle-up soustraction for jets, energy
{ sums and e/gamma candidates
=== Muon trigger:
e Muon system improvement:
- Addition of chambers in the
endcaps
- Increase of the granularity of
the CSC readout
» Re-optimisation of the Look-Up
tables

| full L1 upgrade will be available in 2016

................

Hugues BRUN CMS trigger in Run 2



Summary of L1 thresholds

(*) er = eta restricted (restrict to object with large angle wrt beam)

pT threshold in 2012,  pT threshold in 2015  pT threshold in 2015
e\ GeV, (50ns, L=5e33) GeV, (25ns, L=1.4e34)

Unprescaled object
Single Muon
Double Muon
Single EGamma
Single Iso EGamma
Double EGamma
Muon + EGamma
Single Jet
Quad Jet
MET
HTT

Double Iso Tau

Hugues BRUN CMS trigger in Run 2 5/1%7



Principle of reconstruction at HLT

Several ‘tricks’ to speed up online
reconstruction:
e Modular approach
— faster comes first | HIT =
e Only look what is needed : .
— regional unpacking and reconstruction § &V¢Ta5¢ IEPTOCESSING |
e Keep combinatoric under control ‘time per event |
— reject pile up, limit the number of I
candidates

. main constraint at

§ prescale §

Many algorithms are run in
parallel:
e Logically independent
e Result determine:
— the trigger decision

— how to split the events (online
and offline)

{ producer §

| last filter :

Hugues BRUN CMS trigger in Run 2



Challenge of reconstruction at HLT

need to find a compromise between:

,_ keep rate under control: i
¢t planned rate budget in 2015 = 1.4kHz }
- peak (for 1 kHz of average offline rate) §

'kee-p‘the tiining
| under control

To meet this challenge:
e used an improved tracking
e usage of Particule Flow (PF) at HLT — permit use some technics used

offline

Hugues BRUN CMS trigger in Run 2



Tracking improvements at HLT

CMS Data, 2012, {s=8 TeV, Preliminary

. . . . itero : T
use of regional iterative tracking S ol e
3 3 . L e S —— | inner barrel layer1 |
e Iterative tracking: S barrllaye
track reconstruction procedure done wer N
iteratively where each step is meant =~ It€r1 | in 25 ns run, clusﬁer i:harge
. £ — | cut to mitigate the cluster
for reconstructing a specific subset of _ from the 225 ns bunch
tracks v 002 |- crossings-
. [
» Regional: |
unpacking of the tracker information o 100 200 300

. . . cluster charge [ADC]
done only in a region of interest

CMS Simulation, 2014, {s=13 TeV, Preliminary CMS Data, 2012, {s=8 TeV, Preliminary

5‘ III-J|I w 5_||||yw|||||||

g Llitero . | #2012 tracking

'% !tel’1 1 |: 4-55- + code optimization

£ Oiter2 ] T 4FA +PV constraints
|:||tesr4 ®@ - ¢ +region p_ cut@iter2

Iterative Tracking at HLT: 350+ triplet@iter4 + parabolicMF
. 3C+ + reduced tracking

» AN

itero: prompt tracks high pT w/ pixel tracks -
iter1: prompt tracks low pT w/ pixel triplets 25 Intel® Xeon® L542
iter2: recover prompt tracks high pT w/ pixel pairs 2-GHz processor
(in 20151t will 1.5 4
0.2 be run only in a sub set of trigger paths where 1 a -
displaced tracks are needed) 0.5-
0y | S 2 o 30 40 50 60
0 5 10 15 20 25 30

simulated transverse vertex position [cm] average pile-up

Hugues BRUN CMS trigger in Run 2 8 / 17



b-tagging

2015 13 TeV

Improved b-tagging performances:
» Track reconstructed with

iterative tracking

 Primary vertex found thanks to a

deterministic annealing
e New algorithm (CSVv2 +
Inclusive secondary Vertex Filter)

CMS Simulation, 2014, \'s=13 TeV, Prellmlnary

typical

i i ff- PU2O 25 ns

u,d,s,g-jet efficiency

1o tt - PU 40, 25 ns .
10 tt - PU 40, 50 ns
- v ZH-PUZ20,25ns WOI‘klng

ZH - PU 40, 25 ns
ZH - PU 40, 50 ns

points

b- jet efficiency

Fast Primary Vertex Algorithm:

90 = 2012,0 =4.6mm
- Gauss

80— — improvements for 2015, ¢ =3.4mm
- Gauss

number

100 11111111111111111111111111111111 | L B ™4

1 15 2
PV z resolution (cm)

 Takes leading jet and projet
pixel hit to beam line along jet
direction
— primary vertex = cluster of
projected hits

« Usetul for tagging pile-up jet for
HT and MHT cleaning



Electrons

Improvements at every stage of the electrons reconstruction:

CMS Simulation, 2014, Ys = 13 TeV, Preliminary
—_ 0.08_[]lllll||I||||IIIIIII||||||||I||||I||||_

W 0.071 ~=— Run | superclusters
—e— PF superclusters ]

% 50 40 50 60 70 80 60 100
E, (GeV)

Energy resolution
improved thanks
to particle flow
algorithms

CMS Simulation, 2014, ¥s = 13 TeV, Preliminary
~ T T T | T T T | T T T | T T T I T T T | T T T

a.u.

[ ---- KF tracking
- — GSF tracking 7]

g sl e R t
-0.006 -0.004 -0.002 0 0 002 0 004 0 006

q)track ¢gen ( ra d )

GSF tracking
ported at HLT

CMS Simulation, 2014, ys = 13 TeV, Prellmlnary -

o

©

o —_
T

signal efficiency
o
©
(o]

©
©
g

=
©
II|III L L LI T T

o
©
(¥

. 2012isolation

==« barrel —
- = - endcaps i
0.88+ proposed 2015 isolation —
B — barrel ]

- —— endcaps
0.86 .

0 0.102 03 0405 06 07 08 09 1
background efficiency

Usage of isolation
based on PF
clustering permits
better discriminating
power

Hugues BRUN
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Jets / boosted topologies:

Jet reconstruction at HLT makes large benetfits of the usage of
particle flow
— particular advantage for boosted topologies:

e ‘Fat’ jets reconstructed with the AK8 algorithm

e Possibility to cut on trimmed mass

2015,13 TeV
:5 llllllllllllllll T T T T T ! | I I l I I I (3\
<' 102 = - pp — T(tH)bj, M(T) = 800 GeV CMS 1.6 5
E ——a— Eff. (AK4H_> 800 GeV) Simuiation %
10 :_ —m— Eff. (AK8 HT>600 GeV, trimmed AKS jet mass > 50 GeV, >1 loose b-tag) 1.4
; —e— Eff. (Trimmed AKS jet mass > 30 GeV, p!°" > 250 GeV, p!°” > 200 GeV, >1 loose b-tag) 1.2
L I S S ;  Offline selection: 2 AKS8 jets
- = T . with soft-drop mass > 50 GeV, pT
e -~ >300, 250 GeV, either 3 loose b-
107 -2, L 0.6 tags OR 1 medium b-tag
E PRI % g E--
L 0.4
(g2 kst - T e
%'*:‘:i—-' ' 0.2
_'_‘_. T T T e ee .
:-: | | | | | | | | | | | | | | | ] | | | ] | | | | | | | ] | | O

400 600 800 1000 1200 1400 1600 1800 2000
H; (AKS8 jets) [GeV]



Muon reconstructlon |mprovements

L3 muon“ -
(add the tracker
1nformat10n)

L2 muon

(including only muon
spectrometer)

For 1.3 tracking, a sequence of 3 algorlthms 1S trled in cascade ( from the faster to the

most CPU intensive one): ,
OlState OTHit IOHit *Use x> measurement to

1.Seed Generation \ Seed Generation | Seed Generation assign hits to tracker

2.Trajectory Building 2.Trajectory Building 2.Trajectory Building tracks

3.TrackerTrack Creation — | 3.TrackerTrack Creation —» | 3.TrackerTrack Creation .

4.Filter on Quality Cuts* No L3 | 4.Filter on Quality Cuts* No L3 | 4.Filter on Quality Cuts* oUpdate the loglc Of the

5.TrackerTrack-L2Muon Matching Track | 5 TrackerTrack-L2Muon Matching | @K | 5.TrackerTrack-L2Muon Matching « e
cascade: addition of a

* Has L3 Track ¢ Has L3 Track * Has L3 Track qu allty fllteI' b etween the

Collection Merging & L3 Muon Filter

| New tracker— muon‘ at HLT -

> B
e 1
=i =Gy = = e i P o Q_) B
o ) , Tracker Muon i 0,95
. Tracker track: : 1 i1 "
b : .. ¢ & Match tracker track : eI
¢ Iterative tracking.f.... : 09| =
y . B . with muon . - ]
- In region around | spectrometer hits/  §# : :
/d Ll Candidate ‘_' p “ 0.85 [ —*— 2012 Configuration i
i : % oy ’ Segments o "' b 08 N “— Proposed improvements for 2015 w/o quality cuts
¥ . " o i ] “F *— Proposed improvements for 2015 w/ quality cuts E
i @ permit to gain few additional % of efflclency ¥ omb o
) 0 5 10 15 20 25 30 35 40

! einterest of having 2 reconstructions poorly correlated Number of offline vertices



Muon isolation

For single muon paths: For double muon paths:
- Use PF cluster isolation - Apply loose tracker isolation on
-~ Change the logic: from a combined both legs of double muon paths
isolation to sequential cuts on -~ Permits to divide the rate by 2 for
isolation components an efficiency cost ~ 1%
-~ Pile-up subtraction based on rho - Permit to keep thresholds the
correction same as in 2012
2015, 13 TeV
ol LN N B BN BRI
28 1 = CMS - CMS Data, 2012, {s = 8 TeV, Preliminary
3q=) E Simulation Preliminary E S1000F T T T T T AT [ T T T [T T T [T T T T
80_95 Ep"’h‘_ .‘ _: 8 [ e 2012 (Non-Iso) Trigger, Opposite-sign Muons 7
® - A A A A R o) [ e 2012 (Non-Iso) Trigger, Same-sign Muons 7
3 - AT AT ] =~ [ —— 2015 (Iso) Trigger, Opposite-sign Muons ]
2 09 _-Dw,.‘ *2 800_§ _— 2015(Iso)Trigger, Sgr?le-sign f/luons |
- iy = 3 L _
0.85} %w,, E L% i 7
ki S eSS ’ B 7
0.8~ e -y 600 —
0.755— —f - .
8 Detector based configuration - B 7
0.7 (combined isolation cut) - 400 gm —
E Particle Flow cluster configuration E :
0.65 - (sequential isolation cuts) __ _
0‘6:_1 L1 1 l Ll 1 1 1 j I l L1 1 1 l 11 11 l 11 1 l—: 200 __
20 25 30 35 40 45 50 : e .
Average number of pileup interactions et g T _
. Loy o)
comparison between 2012 and 2015 % 20 40 60 80 100 120 140
isolation efficiencies for a working point M, [GeV]
giving the same rate reduction (used in

2015)
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Displaced muons

— example of a long
CMS lived particle

e Use of meantimer reconstruction ed [
decaying in 2 muons

in the barrel to build out of time /- .
segments )y o

e Reconstruction using a cosmic
seeding

e Collisions events vetoed at L1 to .
keep timing and rate under control *e
B o b mam -
RN b svisar
G e ; higher efficiency respect to
$ oo L e F 2012 despite the higher pT
Sodf o . threshold, thanks to better
o gl — pT resolution

0 20 40 60 80 100 120 140 160 180 200
HLT P, Cut [GeV]
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Some of the HLT thresholds

(*) er = eta restricted (restrict to object with large angle wrt beam)

pT threshold in 2012,  pT threshold in 2015  pT threshold in 2015

Unprescaled object GeV GeV, (50ns, L=5e33) GeV, (25ns, L=1.4e34)

Single Muon
Single Isolated Muon
Double Muon
Single Isolated Electron
Single Photon
Single PF jet
PF MET

PF HT

work in progress to fine tune some thresholds,
taking benefits of the first data

Hugues BRUN CMS trigger in Run 2 15/17



Single muon efficiency in first 2015 data

2015, 13TeV

- Ul : : ;IsoMu!QO_OI%?_Iso'l%kMqu
- Preliminary P>22 GeV

T [ [ T T T T T T T T T T I201I5I, -IIBITe\I/
i CMS ' IsoMu2!0_OR_IsoTk!Mu20
- Preliminary = P>22GeV, ml <2.4
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data/MC
data/MC

Number of Vertices

efficiency of the OR of HLT IsoMu20 and
HLT_ IsoTkMu2o0 on the top of offline muon
identification and isolation in the 50 ns LHC data



Conclusion

e Thanks to improvements in trigger algorithms, no
need of a huge increase of the filtering thresholds
despite the higher luminosity and pile-up foreseen
In run 2
— Will keep a high efficiency for all the final states
used in CMS searches and analyses

e Smooth operation and commissioning of the trigger
in first LHC data
— Performance studies of the trigger is ongoing with
these data



