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Introduction
QCD is complex:

Non-perturbative: 
• PDF values 
• Underlying event 
• Hadronisation 
• Multi-parton interactions

Perturbative series resummation 
(DGLAP, BFKL): 

• Parton shower 
• Parton density function (PDF) 

evolution

Fixed order perturbative calculations: 
• Hard scattering 

underlying
event
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Figure 1: Schematic representation of a proton-proton collision, involving a quark-gluon
scattering that leads to a final state consisting of a Z boson and a hard jet.

hard scales the QCD coupling’s value is sufficiently small that perturbative techniques can
be used (the expansion in powers of αs is generally stable).

A high energy quark or gluon emitted from such a high energy scatter will not in
the end appear in the detector, since as it reaches larger distances from the rest of the
proton, the QCD force becomes stronger. Successively lower-energy (softer) gluons may
be radiated, often at small angles relative to the original parton, until a point where
a non-perturbative transition causes the partons bind into colour-neutral hadrons. The
result is a more-or-less collimated “jet” of hadrons whose collective energy and momentum
reflect at some level those of the initial scattered parton. The hadrons can be combined
using various “jet algorithms” to allow this correspondence to be made reproducibly and
with a degree of precision. The LHC experiments use the anti-kt algorithm [21], which
is collinear and infrared safe, meaning that the resulting hard jets are not substantially
affected by the small-angle (collinear) and soft splittings that occur in a parton shower.
This characteristic is important also because it ensures that one obtains finite results at
every order in perturbation theory.

The reconstructed jet momenta are inputs for measurements of, eg., jet pT distribu-
tions. Typically these are steeply falling functions, therefore very sensitive to the precise
knowledge of the absolute momentum/energy scale and resolution. By now, the jet energy
scale uncertainties are controlled at the 1 − 3% level [22, 23], depending on jet momen-
tum and rapidity, and constitute the dominant systematic error in most jet cross section
measurements.

In summary: jet cross sections give the first opportunity to confront SM calculations
with data at the highest energies.
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PDF PDF

LHC gives access to new regimes  
of all QCD processes

This talk is dedicated  
to measurements sensitive 

to non-perturbative  
QCD domain



ATLAS and CMS detectors!
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LHC delivered!
~30 fb-1 of 7 and 8 TeV !
pp collisions in Run I

~200 pb-1 in Run II !
at 13 TeV
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Soft QCD: introduction I
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Impossible to perform soft-QCD studies with 
high pileup 

• Primary tracks are contaminated with 
tracks from pileup 

• Special low-pileup runs are needed

Low-pileup LHC data taken in RunII: 
• “LHCf run” (June 9 -13, O(10nb-1)) 
• VdM scans (Aug 24 - 25, O(10nb-1)) 
• Some dedicated runs with  

 separated beams

Good quantitative description of soft QCD processes is very important for pileup 
modelling   

• Good understanding of detectors in high-pileup environment 
• Understanding of QCD backgrounds

“LHCf run”

Study of QCD processes in the region where calculations from first principles are 
not developed  

• Input for tuning of phenomenological MC models to better describe data 
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Fig. 6.1: Compilation of representative measurements of the flux of cosmic rays at Earth (from [4],
updated). All data sets shown in color are derived from air shower measurements. The gray (open)
symbols show direct measurements covering the energy range below the knee. The equivalent energies
of LHC proton-proton collisions at different c.m.s. energies are shown at the upper axis.

composition of cosmic rays. A good example is the flux suppression at the highest energies,5190

which was expected due to energy loss effects in the CMB first described by Greisen [8] and5191

Zatsepin and Kuzmin [9] (GZK). However, recent data of the Auger Observatory on the mass5192

composition indicate that the upper end of the energy spectrum is more likely related to the5193

maximum injection energy of the particles at the sources [10–12].5194

Being able to derive reliably the mass composition of cosmic rays from air shower mea-5195

surements is of fundamental importance and is currently hampered mainly by the large uncer-5196

tainties in predicting hadronic multiparticle production at high energy [4, 13]. Due to not being5197

able to calculate corresponding predictions within QCD, performing further measurements at5198

accelerators is the only way to make progress.5199

The relation between the characteristics of hadronic interactions at high energy and air5200

shower observables has been reviewed in [4] and recent numerical studies can be found in [14–5201

16]. In each hadronic interaction a number of p

0 are produced that decay immediately, feed-5202

ing the electromagnetic shower component with high-energy photons. Already after less than 55203

generations of hadronic interactions more than 80% of the primary particle energy is transferred5204

to the em. shower component. In contrast, the production of muons, which are mainly coming5205

from the decay of low energy pions, takes place only after 8 � 12 consecutive hadronic inter-5206

actions. Only then the energy of the produced charged pions is low enough (E
p

± ⇠ 30 GeV)5207

that they decay instead of interacting again [17]. While muons are most directly linked to the5208

hadronic shower component, interactions of a very wide range of energies are important for5209

understanding the properties of the muonic shower component.5210

174
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Preliminary 13 TeV cross-section 
measurement from ATLAS

LHC provides data for  
cosmic ray MC tuning 

!
Wide variety of observables:  

Cross-section, soft particle production,  
diffraction 

!
LHC energy overcomes “knee” at 

cosmic ray spectrum

Total inelastic cross-section is of 
particular importance for correct 

atmospheric shower development 
description 

LHC

T.
P

ie
ro

g,
 2

01
3

LHCP 2015

Source Value
This measurement 73.1 ± 0.9 (exp.) ± 6.6 (lum.) ± 3.8 (extr.) mb
Pythia8 78.4 mb
Kopeliovich et al. [33] 79.8 mb
Menon et al. [34] 81.4 ± 2.0 mb
Khoze et al. [35] 81.6 mb
Gotsman [36] 81.0 mb
Fagundes [37] 77.2 mb

Table 3: The measured total inelastic cross section and an indicative selection of phenomenological predictions.
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Figure 4: The inelastic cross section versus
p

s. The ATLAS measurements based on the MBTS detector are shown
after extrapolation to the full inelastic cross section. Measurements from experiments at other colliders [38], other
LHC collaborations [4, 7, 8] and the Pierre Auger collaboration [9] are also shown. Some of the LHC data points
have been slightly shifted in the horizontal position for display purposes. The data are compared to the Pythia,
EPOS LHC and QGSJET-II MC generator predictions, a model by Block and Halzen [39] and a prediction by
Achilli et al. [40]. The uncertainty on the ATLAS ALFA measurement is smaller than the size of the marker.
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Soft QCD: introduction II
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• Soft particle production 
• Underlying event 
 [Soft particle production in the presence of the 
 hard probe] 
• 2-particle correlations 
• Bose-Einstein correlations

On the next few slides:
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Figure 3: (left) Distributions of the pseudorapidity density of charged hadrons in the region
|h| < 2 in inelastic pp collisions at 13 TeV measured in data (solid markers, combined track
and tracklet results, symmetrized in h), and predicted by the PYTHIA8 CUETP8S1 and the
EPOS LHC event generators (curves). The grey shaded area encompassing the data points in-
dicates their correlated systematic uncertainties. The blue band corresponds to the envelope
of the CUETP8S1 tune parametric uncertainties. (right) Center-of-mass energy dependence
of dNch/dh||h|<0.5 including ISR [15, 16], UA5 [17, 18], PHOBOS [19], and ALICE [20] data.
The solid curve shows a second-order polynomial in ln(s) fit to the data points, including the
new result at

p
s = 13 TeV. The dashed and dotted curves show the PYTHIA8 CUETP8S1 and

EPOS LHC predictions, respectively.

ergies (ISR [15, 16], UA5 [17, 18], PHOBOS [19], and ALICE [20, 21]) are also plotted. The
measured values are empirically fitted using a second-order polynomial in ln(s) as 3.17 �
0.372 ln(s) + 0.0291 ln(s)2, where s has the units GeV2, which provides a good description of
the available data over the full energy range. The PYTHIA8 and EPOS LHC event generators
globally reproduce the collision-energy dependence of hadron production in inelastic pp colli-
sions.

6 Summary

The pseudorapidity distribution of charged hadrons has been measured by the CMS experi-
ment, operated at zero magnetic field, at the LHC in proton-proton collisions at

p
s = 13 TeV.

Using two methods, based on hit pairs and straight-line tracks in the barrel region of the
CMS pixel detector, a charged hadron multiplicity at midrapidity, dNch/dh||h|<0.5 = 5.49 ±
0.01 (stat) ± 0.17 (syst), has been obtained for inelastic pp events. In the central region, the
measured dNch/dh distribution is consistent with predictions of the PYTHIA8 (with the CMS
underlying event tunes CUETP8S1 and CUETP8M1) and EPOS LHC (LHC tune) event genera-
tors, while those in a wider h range are better described by the latter. These results constitute
the first CMS measurement of hadron production at the new center-of-mass energy frontier,
and provide new constraints for the improvement of perturbative and nonperturbative QCD
aspects implemented in hadronic event generators.
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Special run taken june 7th,  
<PU>~0.05

Two complimentary methods 
Tracks (counting straight tracks) 
Tracklets (counting pairs of hits)

First LHC publication at 13 TeV

Data is very well described by EPOS LHC (cosmic ray MC)

ZeroBias trigger

Measured with 0 B-field
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Preliminary results for wide variety of observables 
were obtained by ATLAS with first 13 TeV data

14 

Properties of inelastic pp collisions at 13 TeV !
Key input to pileup and underlying event modelling, uses low-µ data  !

Resulting spectra from 9M data events & comparison to hadronic physics models

Difficult to provide one universal tune that describe MB and UE data equally well (→ next slides)!

Overall, the EPOS and PYTHIA 8 tunes describe the data most accurately                                
EPOS best in η, pT, and <pT>, while PYTHIA 8 (A2 – ATLAS MB default) best in Nch !
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dN/dη pT spectrum multiplicity
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170 μb-1, <PU>~0.005,  
MinimumBias trigger, offline track pT > 500MeV

None of MC describes multiplicity well 
EPOS shows best agreement for dN/dη and pT 

ATLAS soft particle production
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Properties of inelastic pp coll. at 13 TeV !
Key input to pileup and underlying event modelling, uses low-µ data  !
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We also studied underlying event (UE) spectra to further 
validate the energy extrapolation of the MC modelling 
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away
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transverse
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60◦ < |∆φ| < 120◦

[ ATL-PHYS-PUB-2015-019 ]!
→ Thorsten Kuhl!Uncorrected detector level quantities!
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We also studied underlying event (UE) spectra to further 
validate the energy extrapolation of the MC modelling 
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away
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Preliminary uncorrected results at 13 TeV from ATLAS 
Same dataset as on the previous slide 

Leading track pT > 1 GeV
EPOS fails as the hardness of the probe increases
PYTHIA and HERWIG++ show better agreement

None of MC show drastic disagreement with data
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We also studied underlying event (UE) spectra to further 
validate the energy extrapolation of the MC modelling 
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Near-side (Δφ ~ 0) “ridge” shape along Δη seen in pp, pPb and  PbPb collisions
Effect increases with particle multiplicity and moderate pT"

Long-range two-charged-particle angular correlations !
In high-multiplicity pp collisions using low-µ data!
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[ Enhancement found to be also 
present at Δφ ~ π, when subtracting 
hard scattering contributions ] 
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[ ATLAS, 1504.01289 ] !

CMS, pp at 7 TeV: 
Nch > 110, 1.0 < pT < 3.0 GeV !

ATLAS, pPb at 5.02 TeV: 
Nch > 220, 1.0 < pT < 3.0 GeV !

ATLAS, PbPb at 2.76 TeV: 
Centrality 0–5%!
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Two-charged-particle angular correlations at 13 TeV !
In high-multiplicity pp collisions using low-µ data!
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Integrate:!
2 < |Δη | < 5  

[ ATLAS-CONF-2015-027 ]!
→ Miguel Arratia!

How does the pp ridge evolve with CM energy ?
•  Trigger on MBTS (97M events) & high charged multiplicity (9.5M) !
•  Exploit work on tracking corrections from minimum bias analysis !
•  Extract two-particle                                                                                                                                      

correlation function →                                                               !
   (background from mixed events)!
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between 0.3 and 0.6 GeV, and varies only weakly for pT > 0.6 GeV, where it ranges from 88-90% at ⌘ = 0 to97

77-80% at |⌘ | = 1.5 and 68-73% at |⌘ | > 2.0. The e�ciency is also found to vary by less than 1% over the98

multiplicity range used in the analysis. The total systematic uncertainty on the tracking e�ciency is less99

than 2.5% in the pT and ⌘ range used in the analysis [43]. In the simulated events, the tracking e�ciency100

reduces the measured charged-particle multiplicity relative to the P����� 8 particle-level multiplicity for101

pT > 0.4 GeV by an approximately multiplicity-independent factor of 1.18.102

4 Two-particle correlation analysis103

ATLAS has previously published measurements of the two-particle correlations as a function of relative104

azimuthal angle�� = �a��b and relative pseudorapidity�⌘ = ⌘a�⌘b in Pb+Pb and p+Pb collisions [44–105

46]. This analysis follows a very similar approach. For a given event class, the two-particle correlations106

are measured as a function of �� and �⌘, with |�⌘ |  �⌘max = 5, determined by the acceptance of107

the ID. The labels a and b denote the two particles in the pair, which may be selected from di�erent pT108

intervals. The particles a and b are conventionally referred to as the “trigger” and “associated” particles,109

respectively. The correlation function is defined as:110

C(�⌘,��) =
S(��,�⌘)
B(��,�⌘)

, (1)

where S and B represent pair distributions constructed from the same event and from “mixed events” [32],111

respectively. S is constructed using all pairs that can be formed in each event from tracks that have passed112

the selections described above. The mixed-event function, B(��,�⌘), which measures the distribution113

of uncorrelated particles, is similarly constructed by choosing the two particles in the pair from di�erent114

events. The two events are required to have similar N

rec
ch (|�N
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ch | < 10) and similar zvtx (|�zvtx | < 10 mm)115

so that variations in S(��,�⌘) due to detector e�ects are properly reflected in and compensated by116

corresponding variations in B(��,�⌘). For this measurement, each event is mixed with ten other events117
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CMS 7 TeV

First probe of the ridge at 13 TeV

21 

Two-charged-particle angular correlations at 13 TeV !
In high-multiplicity pp collisions using low-µ data!

Integrated “ridge yield” versus charged multiplicity and pT range 

Yint = integral of Y (Δφ) – bZYAM between ridge minima in Δφ (bZYAM is simple Y offset correction at minima)  !

→ Compatible yield at different CM energies 
CMS uses 2 < |Δη | < 4.0. The yields from 1210.5482 were multiplied by 3.6 in above plots (see ATLAS-CONF-2015-027)"
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Systematic effects dominated by tracking efficiency, ZYAM procedure, MC closure !

[ ATLAS-CONF-2015-027 ]!
→ Miguel Arratia!
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First observation of ridge in pp

14 nb-1, 0.002 < PU < 0.04

MinBias trigger, 
High-multiplicity trigger  

(>60 tracks, pT > 0.4 GeV)

Preliminary ATLAS result at 13 TeV

2-particle correlations (ridge)
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The ATLAS Collaboration: Two-particle Bose–Einstein correlations 9
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Fig. 3. Multiplicity, nch, dependence of the parameters (a) λ and (b) R obtained from the exponential fit to the two-particle
double-ratio correlation functions R2(Q) at

√
s =0.9 and 7 TeV, compared to the equivalent measurements of the CMS [38,39]

and UA1 [67] experiments. The solid and dashed curves are the results of (a) the exponential and (b) 3
√
nch for nch < 55 fits.

The dotted line in (b) is a result of a constant fit to minimum-bias and high-multiplicity events data at 7 TeVfor nch ≥ 55. The
error bars represent the quadratic sum of the statistical and systematic uncertainties.
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Studies of correlations of identical boson can give 
information about the size of production region (R)

Size R increases with increase of multiplicity

CMS: similar size in pp, pPb and PbPb  
reactions at low multiplicity

ATLAS observed saturation of R for nch>55

arXiv:1502.07947, submitted to EPJC
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Figure 14: Ntracks dependence of the one-dimensional pion radius, shown here for several kT
bins, for all studied reactions. Lines are drawn to guide the eye.
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Soft QCD summary

First 13 TeV measurements start to appear 
!

MC generators tuned using Run I data  
show reasonable agreement with13 TeV results 

!
!
!

Find more details in SM-QCD 3 parallel talks: 
!

ATLAS: Stewart Martin-Haugh 
CMS: Ekaterina Kuznetsova
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PDF probes
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PDFs are determined from fits to 
various observables using LO, 

NLO or NNLO calculations 

Knowledge of PDF is 
necessary for calculation of 

any process at hadron 
collider 

LHC provides an access to previously unexplored 
parton kinematics region 
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Figure 1: The kinematical coverage in the
(

x,Q2
)

plane of the NNPDF3.0 dataset. For hadronic data,
leading-order kinematics have been assumed for illustrative purposes. The green stars mark the data
already included in NNPDF2.3, while the circles correspond to experiments that are novel in NNPDF3.0.

cross section

the latter offer some handle on the strangeness asymmetry in the proton, s− s̄. Data from this
same process are available from the ATLAS Collaboration [92], but are given at the hadron level
and thus cannot be directly included in our fit (though they could be included by for example
estimating a hadron-to-parton correction factor using MadGraph5 aMC@NLO).

Finally, we include the LHCb Z → ee rapidity distributions from the 2011 dataset [61],
which are more precise than the previous data from the 2010 run. The forward kinematics of
this data provide constraints on PDFs at smaller and large values of x than the vector boson
production data from ATLAS and CMS. Further LHCb data from the 2011 run for Z boson
rapidity distributions in the µµ channel [93] and for low mass Drell-Yan production [94] are still
preliminary.

Concerning inclusive jet production from ATLAS and CMS, we include the CMS inclusive
jet production measurement at 7 TeV from the full 5 fb−1 dataset [62], which has been pro-
vided with the full experimental covariance matrix, and which supersedes previous inclusive jet
measurements from CMS [95]. This data has a large kinematical coverage: for example, in the
central rapidity region, the CMS data reaches up to jet transverse momenta of more than 2
TeV, thus constraining the large-x quark and gluon PDFs [96,97]. From ATLAS, we include the
new inclusive cross-section measurement at

√
s = 2.76 TeV [63], which is provided with the full

12

LHC data

NNPDF 3.0 set:

NNPDF collaboration, arXiv:1410.8849

LHCP 2015Grigory Safronov

PDF probes: introduction I

http://arxiv.org/abs/1410.8849


A number of PDF sets is available 
 Different in fitting method and   
 data used 
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FIG. 33: The gg PDF luminosities for CT14, MMHT2014 and NNPDF3.0 PDFs at the LHC with
√
s = 8 and 13 TeV, with

αs(MZ) = 0.118.

Besides providing an estimate of the PDF uncertainty, the LM analysis allows us to identify the experimental data

sets that are most sensitive to variations of σH . In the LM scan of σH , we monitor the changes of the equivalent

Gaussian variable Sn for each included experimental data set. In the plots of Sn values vs. σH , of the type presented

in Fig. 34, we select the experiments whose Sn (closely related to χ2
n) depends strongly on σH . Such experiments

typically impose tightest constraints on σH , when their Sn quickly grows with σH .

We see that, although the CMS 7 TeV inclusive jet data (538) is relatively poorly fit by CT14 NNLO, it is also

not very sensitive to the expected Higgs cross section. The data sets most relevant to the Higgs cross section are the

HERA inclusive data set (159) at both larger and smaller values of σH , as well as combined charm production cross

sections from HERA (147); DØ Run 2 inclusive jet (514); and CCFR F p
2 (110) at larger σH . At small σH , the most

12

in the experimental publications, but must follow different prescriptions to prevent the bias. It is the matrix βi,α of

relative correlated errors that is typically published; the absolute correlated errors must be reconstructed from βi,α

by following the prescription for either the additive or multiplicative type.

In inclusive jet production, the choice between the additive and multiplicative treatments modifies the large-x

behavior of the gluon PDF. This has been studied in the CT10 NNLO analysis, cf. Sec. 6D of [6]. In general, the

dominant sources of systematic error, especially at the Tevatron and LHC, should be treated as multiplicative rather

than additive; that is, by assuming that the relative systematic error corresponds to a fixed fraction of the theoretical

value, and not of the central data value. The final CT14 PDFs were derived under this assumption, by treating the

systematic errors as multiplicative in all experiments.∗ Of course, this is just one option on the table: alternative

candidate fits of the CT14 family were also performed, by treating some correlated errors as additive. They produced

the PDFs that generally lie within the quoted uncertainty ranges, as in the previous exercise documented in [6].

III. OVERVIEW OF CT14 PDFS AS FUNCTIONS OF x AND Q
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FIG. 4: The CT14 parton distribution functions at Q = 2 GeV and Q = 100 GeV for u, u, d, d, s = s, and g.

Figure 4 shows an overview of the CT14 parton distribution functions, for Q = 2 and 100 GeV. The function

xf(x,Q) is plotted versus x, for flavors u, u, d, d, s = s, and g. We assume s(x,Q0) = s̄(x,Q0), since their difference is

consistent with zero and has large uncertainty [95]. The plots show the central fit to the global data listed in Tables I

and II, corresponding to the lowest total χ2 for our choice of PDF parametrizations.

∗ According to terminology adopted in Refs. [6, 92], CT14 implements the correlated errors according to the “extended T” prescription
for all experiments, i.e., by normalizing the relative correlated errors by the current theoretical value in each iteration of the fit.

Large PDF uncertainty  
in high-x region: 

Limitation for BSM  
heavy mass searches

Good knowledge of PDFs  
in low-x region is important for 

pQCD resummation tests

PDF uncertainty in medium mass 
region is a limiting factor for 

precise SM parameter studies

MH

S. Dulat et. al. (CTEQ), arXiv:1506.07443

PDF probes: introduction II

http://arxiv.org/abs/1506.07443


Large number of ATLAS and CMS Run I measurements !
can be used to constrain PDF’s

ATLAS CMS

J. Rojo et. al. (PDF4LHC workgroup),   
arXiv:1507.00556
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ATLAS
Measurement

p
s, year of data, Lint Motivation Reference PDF fits

W,Z rapidity 7 TeV, 2010, 36 pb�1 Sect. 3.3. [123] [16, 21, 22, 27, 91]
High mass Drell-Yan 7 TeV, 2011, 4.9 fb�1 Sect. 3.4. [37] [21, 22, 130]
Low mass Drell-Yan 7 TeV, 2011+2010, 1.6 fb�1+35 pb�1 Sect. 3.4. [145] -
Z AFB 7 TeV, 2011, 4.8 fb�1 Sect. 3.4. [14] -
W+charm production 7 TeV, 2011, 4.6 fb�1 Sect. 3.6. [30] [30]
W+beauty production 7 TeV, 2010, 35 pb�1 Sect. 3.6. [146] -
W+beauty production 7 TeV, 2011, 4.6 fb�1 Sect. 3.6. [147] -
Z+beauty production 7 TeV, 2010, 36 pb�1 Sect. 3.6. [148] -
Z+beauty production 7 TeV, 2011, 4.6 fb�1 Sect. 3.6. [149] -
Z pT 7 TeV, 2010, 40 pb�1 Sect. 3.5. [150] -
Z pT 7 TeV, 2011, 4.7 fb�1 Sect. 3.5. [131] -
W pT 7 TeV, 2010, 31 pb�1 Sect. 3.5. [151] [22]
Z+jets 7 TeV, 2010, 36 pb�1 Sect. 3.5. [152] -
Z+jets 7 TeV, 2011, 4.6 fb�1 Sect. 3.5. [153] -
W+jets 7 TeV, 2010, 36 pb�1 Sect. 3.5. [154] -
W+jets 7 TeV, 2011, 4.6 fb�1 Sect. 3.5. [155] -
Rjets (W+jets/Z+jets) 7 TeV, 2011, 4.6 fb�1 Sect. 3.5. [156] -
Inclusive jets 7 TeV, 2010, 37 pb�1 Sect. 3.1. [157] [21, 22, 91]
Inclusive jets 7 TeV, 2011, 4.5 fb�1 Sect. 3.1. [158] -
Inclusive jets (+ 7 TeV ratio) 2.76 TeV, 2010, 0.2 pb�1 Sect. 3.1., 3.10. [24] [21, 22, 24]
Dijets 7 TeV, 2010, 37 pb�1 Sect. 3.1. [157] -
Dijets 7 TeV, 2011, 4.6 fb�1 Sect. 3.1. [159] -
Trijets 7 TeV, 2011, 4.5 fb�1 Sect. 3.1. [160] -
� inclusive production 7 TeV, 2010, 35 pb�1 Sect. 3.2. [161] -
� inclusive production 7 TeV, 2011, 4.6 fb�1 Sect. 3.2. [162] [122]
�+jets 7 TeV, 2010, 37 pb�1 Sect. 3.2. [163] -
tt̄ incl (single lepton, dilepton) 7 TeV, 2010, 2.9 pb�1 Sect. 3.7. [164] [21]
tt̄ incl (dilepton) 7 TeV, 2010, 35 pb�1 Sect. 3.7. [165] [21]
tt̄ incl (single lepton) 7 TeV, 2010, 35 pb�1 Sect. 3.7. [166] [21]
tt̄ incl (dilepton) 7 TeV, 2011, 0.70 fb�1 Sect. 3.7. [167] [21, 22]
tt̄ incl (e/µ + ⌧ ) 7 TeV, 2011, 2.05 fb�1 Sect. 3.7. [168] [21]
tt̄ incl (tau+jets) 7 TeV, 2011, 1.67 fb�1 Sect. 3.7. [169] [21]
tt̄ incl (eµ b-tag jets) 7+8 TeV, 2012, 24.9 fb�1 Sect. 3.7. [170] [22]
tt̄ differential 7 TeV, 2011, 2.05 fb�1 Sect. 3.7. [171] -
tt̄ differential 7 TeV, 2011, 4.6 fb�1 Sect. 3.7. [172] -
WW , Z ! ⌧⌧ , tt̄ xsec 7 TeV, 2011, 4.6 fb�1 Sect. 3.3. [173] -

Table 2: Overview of published PDF-sensitive measurements from the LHC Run I from the ATLAS experiment,
where we provide the center-of-mass energy, year of data, and the integrated luminosity, its motivation in terms of
PDF sensitivity, the publication reference and the references where these measurements have been used to quantify
PDF constraints.
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CMS
Measurement

p
s, Lint Motivation Reference Used in PDF

or ↵S fits
High and low mass Drell-Yan 7 TeV, 5 fb�1 Sect. 3.4. [36] [21, 118]
High and low mass Drell-Yan 8 TeV, 20 fb�1 Sect. 3.4. [45] –
Drell-Yan AFB 7 TeV, 5 fb�1 Sect. 3.4. [176] –
W asymmetry 7 TeV, 36 pb�1 Sect. 3.3. [177] –
W e asymmetry 7 TeV, 880 pb�1 Sect. 3.3. [178] –
W µ asymmetry 7 TeV, 4.7 fb�1 Sect. 3.3. [26] [26, 118]
W,Z production and rapidity 7 TeV, 3 pb�1 Sect. 3.3. [179] –
W,Z inclusive production 7 TeV, 36 pb�1 Sect. 3.3. [180] –
W,Z inclusive production 8 TeV, 19 pb�1 Sect. 3.3. [181] –
Z pT and rapidity 7 TeV, 36 pb�1 Sect. 3.5.,3.3. [182] –
Z pT and rapidity 8 TeV, 19.7 fb�1 Sect. 3.5.,3.3. [132] –
Inclusive jets 7 TeV, 5 fb�1 Sect. 3.1. [25, 183] [21, 48, 91]
Dijets 7 TeV, 5 fb�1 Sect. 3.1. [25] –
Three-jets 7 TeV, 5 fb�1 Sect. 3.1. [184] [184]
Three-jets/Di-jets ratio 7 TeV, 5 fb�1 Sect. 3.1. [49] [49]
W+charm 7 TeV, 5 fb�1 Sect. 3.6. [29] [26, 31, 91]
Z+beauty 7 TeV, 5 fb�1 Sect. 3.6. [185] –
� inclusive production 7 TeV, 36 pb�1 Sect. 3.2. [186] [28]
�+jets 7 TeV, 2.1 fb�1 Sect. 3.2. [187] –
tt̄ inclusive 7 TeV, 2.3 fb�1 Sect. 3.7. [188] [32, 33, 139]
tt̄ differential 7 TeV, 5.0 fb�1 Sect. 3.7. [189] [33]
tt̄ inclusive 8 TeV, 1.14 fb�1 Sect. 3.7. [190] [32]
tt̄ inclusive 8 TeV, 2.8 fb�1 Sect. 3.7. [191] [32]
tt̄ inclusive 8 TeV, 2.4 fb�1 Sect. 3.7. [192] [33]
tt̄ differential 8 TeV, 19.7 fb�1 Sect. 3.7. [193] –

Table 3: Same as Table 2, for the CMS experiment. In the last column, we also indicate which of these measure-
ments have been used as input for either a determination of PDFs or of the strong coupling ↵s.

4.2. Constraints from CMS
The results from the CMS collaboration sensitive to PDFs are summarized in Table 3.

High-precision measurements of the cross-sections of multi-jet production in proton-proton colli-
sions have been performed by the CMS collaboration and the systematic correlations have been inves-
tigated. Also, the potential of several jet measurements to constrain the PDFs and determine the strong
coupling has been demonstrated.

Jets are reconstructed with the same anti-k
T

clustering algorithm used by ATLAS. A different
value of radius parameter, R = 0.7, is chosen for jet analyses performed with only jets in the final state.
This is motivated by the fact that a smaller cone is more sensitive to the final state radiation effects,
which are not well described by the NLO predictions in pQCD. However, in the case of the associated
production of jets with vector bosons, the value of the jet radius R = 0.5 is preferred.

The measurement of inclusive jet production cross-sections in pp collisions at
p
s = 7 TeV based

on the data collected in 2011, has been published in Ref. [25] as a function of jet kinematics. Further-
more, the correlations of the systematic uncertainties have been reanalyzed and the recommendations
for usage of the measurement in the PDF fits published [48]. Another analysis [183], designed to test
the performance and result of different jet radii, has measured the inclusive jets cross section ratio using
the same data with two different radii parameters: 0.5 and 0.7. In this latter paper, an inclusive jet cross
section with R = 0.5 is also presented, as well as the cross section with R = 0.7 extrapolated towards
lower p

T

.
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More details in SM-QCD 2  
parallel talks: 

!
ATLAS: Mark Stockton 

!
CMS: Matthias Arthur Weber

Comprehensive review of LHC 
data impact on PDF fits:

PDF probes: introduction III

Selected measurement  
are presented in this talk

http://arxiv.org/abs/1507.00556
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Selected measurements are presented in this talk:!
!

Inclusive jet cross-section and cross-section ratios 
Inclusive vector boson production 

W+charm production 
Drell-Yan production 

Top pair production cross-section 
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Inclusive jet production cross-section - an important 
class of  observables used for PDF fits 

• Constraint on quark and gluon PDFs in wide 
range of x and Q2

Grigory Safronov LHCP 201519

High statistics ATLAS and CMS measurements  
of inclusive jet cross-section on the full 7 TeV datasets  

are available → up to 2 TeV reach in pT!
[ATLAS: doi:10.1007/JHEP02(2015)153 ] 
[CMS: doi:10.1103.PhysRevD.87.112002]

Preliminary CMS measurement at 8 TeV  
[CMS-PAS-FSQ-12-031, CMS-PAS-SMP-12-012] 

Preliminary ATLAS measurement at 13 TeV!
[ATLAS-CONF-2015-034]
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Figure 1: Inclusive-jet cross sections as a function of the jet pT in |y | < 0.5, for anti-kt jets with R = 0.4, shown in a
range of 346  pT  838 GeV. The vertical error bars show the statistical uncertainties and the filled area shows the
experimental systematic uncertainties. NLO pQCD predictions are compared to the data, where the predictions are
calculated using NLOJET++ with the CT10 NLO PDF set, to which non-perturbative corrections are applied. The
open boxes indicate the predictions with their uncertainties. The ±9% uncertainty from the luminosity measurement
is not included.
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10 Appendix

The combined differential inclusive jet cross sections, measured at low and high transverse
momenta [25], in comparison to NLO predictions using the NNPDF2.1 PDF set times the NP
correction factor is shown in Fig. 12.

 [GeV/c]
T

Jet p
30 40 100 200 1000 2000

G
eV

/c
pb

dy T
dp

σ2 d

-510

-310

-110

10

310

510

710

910

1110

1310
 = 8 TeV                                     CMS Preliminaryspp 

21

 (low PU runs)-1 = 5.8 pb
int

open: L
 (high PU runs)-1 = 10.71 fbintfilled: L

NP ⊗NNPDF 2.1 NLO

)5 10×0.0 <|y|< 0.5 ( 
)4 10×0.5 <|y|< 1.0 ( 
)3 10×1.0 <|y|< 1.5 ( 
)2 10×1.5 <|y|< 2.0 ( 
)1 10×2.0 <|y|< 2.5 ( 
)0 10×2.5 <|y|< 3.0 ( 
)-1 10×3.2 <|y|< 4.7 ( 

)5 10×0.0 <|y|< 0.5 ( 
)4 10×0.5 <|y|< 1.0 ( 
)3 10×1.0 <|y|< 1.5 ( 
)2 10×1.5 <|y|< 2.0 ( 
)1 10×2.0 <|y|< 2.5 ( 
)0 10×2.5 <|y|< 3.0 ( 
)-1 10×3.2 <|y|< 4.7 ( 

Figure 12: The combined differential inclusive jet cross sections in comparison to NLO predic-
tions using the NNPDF2.1 PDF set times the NP correction factor. Open markers represent the
measurement of low pT jets obtained with the integrated luminosity of 5.8 pb�1 of minimum
bias data for low pile-up conditions whereas the filled markers for high pT jets obtained with
integrated luminosity of 10.71 fb�1 of jet trigger data for high pileup [25].

Ratio of the combined CMS jet spectra, measured at low and high transverse momenta, over
the NLO predictions is shown in Figs. 13-17. In the transition between both measurements at
pT ⇡ 75 GeV/c, the systematic uncertainties of the low-pT measurements are smaller than the
high-pT ones because the former have been carried out with (much) smaller pileup than the
latter, except for the 2 < |y| < 3 region where the endcap response to low-pT jets results in
larger propagated systematics. A similar comparison but instead of the theoretical uncertainty
for each PDF set the ratios of the predictions with alternative PDF sets is shown in Figs. 18–22.
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Figure 16: The gluon (top left), sea quark (top right), u valence quark (bottom left), and d
valence quark (bottom right) PDFs as a function of x as derived from HERA-I inclusive DIS
data alone (dashed line) and in combination with CMS inclusive jet data (full line). The PDFs
are determined employing the MC method with data-derived regularisation. The PDFs are
evolved to Q2 = 104 GeV2. Only the total uncertainty in the PDFs is shown (hatched and solid
bands).
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3.4 NP and PS corrections from POWHEG + PYTHIA6 7

 (GeV)
T

Jet p

210×2 310 310×2

dy
 (p

b/
G

eV
)

T
/d

p
σ2 d

-710

-510

-310

-110

10

310

510

710

910

1110

1310
POWHEG+Pythia6 (Z2*) x EW

)4|y| <0.5 (x 10
)3 |y| < 1.0 (x 10≤0.5 
)2 |y| < 1.5 (x 10≤1.0 
)1 |y| < 2.0 (x 10≤1.5 
)0 |y| < 2.5 (x 10≤2.0 

 R = 0.7Tanti-k

CMS  (7 TeV)-15.0 fb

Figure 1: Measured inclusive jet cross section from Ref. [1] compared to the prediction by
POWHEG + PYTHIA6 tune Z2* at particle level complemented with electroweak corrections.
The boxes indicate the statistical uncertainty of the calculation.

They are investigated separately in the following two sections. A previous investigation can be
found in Ref. [43].

3.4.1 NP corrections from POWHEG + PYTHIA6

The NP corrections using a NLO prediction with a matched PS event generator can be defined
analogously as in Eq. (4):

CNP
NLO =

sNLO+PS+HAD+MPI

sNLO+PS
, (5)

i.e. the numerator of this NP correction is defined by the inclusive cross section, where parton
showers, hadronization, and multiparton interactions are turned on, while the inclusive cross
section in the denominator does not include hadronization and multiparton interactions. A
NLO calculation can then be corrected for NP effects as

d2stheo
dpT dy

=
d2sNLO

dpT dy
· CNP

NLO. (6)

In contrast to the LO MC event generation with PYTHIA6, the parameters of the NP and
PS models, however, have not been retuned to data for the use with NLO+PS predictions
by POWHEG. Therefore two different underlying event tunes of PYTHIA6 for LO+PS predic-
tions, P11 [44] and Z2*, are used. In both cases a parameterization using a functional form of
a0 + a1/pa2

T is employed to smoothen statistical fluctuations. For pT > 100 GeV the difference
in the NP correction factor between the two tunes is very small such that their average is taken
as CNP

NLO.
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Fig. 22 Comparison of NLO pQCD predictions of the jet cross-section at
√
s = 2.76 TeV calculated with the CT10 PDF set, the fitted PDF set

using the HERA data only and the one using HERA data and the ATLAS jet data with R = 0.6. The predictions are normalised to the one using
the CT10 PDF set. Also shown is the measured jet cross-section. The 2.7% uncertainty from the luminosity measurement is not shown.
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Figure 4: The ratio of inclusive jet cross sections at
p

s = 2.76 and 8 TeV (top) and its com-
parison to the theoretical prediction (bottom), calculated with the CT10 PDF for the rapidity
bins |y| < 0.5 (left) and 0.5  |y| < 1.0 (right). The statistical and total experimental un-
certainties are indicated with the inner thick and the outer thin vertical error bars, respectively,
while the systematic uncertainties due to theoretical sources are shown as hatched yellow area.

10 8 Summary

 (GeV)
T

Jet p

80 100 200 300 400 500

(8
 T

e
V

)
d
y

T
d
p

σ
2

d
(2

.7
6

 T
e

V
) 

/ 
d
y

T
d
p

σ
2

d

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Data

Theo. Prediction

 NP⊗CT10 NLO 

|y| < 0.5

 (2.76 TeV)-1                               5.43 pbCMS Preliminary

 (GeV)
T

Jet p

80 100 200 300 400 500

(8
 T

e
V

)
d
y

T
d
p

σ
2

d
(2

.7
6

 T
e

V
) 

/ 
d
y

T
d
p

σ
2

d

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Data

Theo. Prediction

 NP⊗CT10 NLO 

 |y| < 1.0≤0.5 

 (2.76 TeV)-1                               5.43 pbCMS Preliminary

 (GeV)
T

Jet p

80 100 200 300 400 500

D
a

ta
 /

 T
h

e
o

ry

0

0.5

1

1.5

2

2.5

|y| < 0.5

 NP⊗CT10 NLO 

 (2.76 TeV)-1                               5.43 pbCMS Preliminary

Data/Theory

Theo. Prediction

 (GeV)
T

Jet p

80 100 200 300 400 500

D
a

ta
 /

 T
h

e
o

ry

0

0.5

1

1.5

2

2.5

 |y| < 1.0≤0.5 

 NP⊗CT10 NLO 

 (2.76 TeV)-1                               5.43 pbCMS Preliminary

Data/Theory

Theo. Prediction

Figure 4: The ratio of inclusive jet cross sections at
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s = 2.76 and 8 TeV (top) and its com-
parison to the theoretical prediction (bottom), calculated with the CT10 PDF for the rapidity
bins |y| < 0.5 (left) and 0.5  |y| < 1.0 (right). The statistical and total experimental un-
certainties are indicated with the inner thick and the outer thin vertical error bars, respectively,
while the systematic uncertainties due to theoretical sources are shown as hatched yellow area.
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Figure 3: The ratio between the observed cross section and its theoretical prediction derived
with the CT10 PDF. The statistical uncertainties are indicated with vertical error bars, and the
experimental systematic uncertainty is indicated with the solid black band. Instead of the the-
oretical error band, the ratios of theoretical predictions derived with other PDFs to the one
derived with the CT10 PDF are shown (colored dashed and dotted lines).
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Figure 1: The double-differential jet cross section is plotted in comparison to the theoretical pre-
dictions derived with the CT10 PDF. The statistical uncertainties on data are indicated with ver-
tical error bars, while the systematic uncertainties due to theoretical and experimental sources
are shown as hatched red and shaded gray areas, respectively.

The data are corrected for the finite detector resolution effects using unfolding techniques. The
particle-level spectrum obtained from the unfolding is compared to NLO QCD predictions. The
predictions derived with CT10 and NNPDF3.0 PDFs show the best agreement with data while
HERAPDF1.5, MMHT14 and ABM11 PDFs do not perform as well. A ratio of the inclusive
jet cross sections, normalized to theoretical predictions, at 2.76 and 8 TeV is evaluated. The
systematic uncertainties on this ratio, both experimental and theoretical, are reduced due to
the correlations between the two measurements. The results obtained with CT10, NNPDF3.0
and MMHT14 PDFs are consistent with unity within the systematic uncertainties, while the
PDFs HERAPDF1.5 and ABM11 is larger than unity over the analyzed rapidity range. Only
the results with the CT10 PDF are shown.

Among the PDFs investigated, an overall good agreement with observations is found for the
following two PDFs: CT10 and NNPDF3.0. The presented cross section measurement tests
and confirms the predictions of QCD at

p
s = 2.76 TeV, and extends the kinematic range

probed at this center-of-mass energy in comparison with previous studies. We expect that this
measurement will contribute to future PDF and as fits.
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8.3 Cross-section ratio measurement

Ratios of the measured cross sections benefit from the cancellation of some experimental uncertainties.
The ratios of W+ to W� (RW+/W�) and W± to Z (RW±/Z ) boson production were measured by the ATLAS
and CMS collaboration in the past [15, 47, 48] and proved to be powerful tools to constrain PDF uncer-
tainties. The ratio of W+ to W� boson cross sections is mostly sensitive to the di↵erence of uv and dv

valence-quark distributions at low Bjorken-x while the ratio of W± to Z boson cross sections constrains
the strange-quark distribution. Studies from Ref. [54] show that starting from a precision of about 2%,
the measurements at

p
s = 13 TeV begin to have significant constraining power to PDFs, compared to

PDF sets such as CT10 and the recent MMHT14 and NNPDF3.0.

The systematic uncertainties of the cross-section measurements are largely uncorrelated between the
electron and muon channels, apart from the common luminosity uncertainty. On the other hand there
is a strong correlation between W+ and W� boson measurements. There is also significant correlation
between the W± and Z boson results for the same flavour measurement.

The results for the ratios of fiducial cross sections for W+ to W� boson production and for W± to Z boson
production are given in Table 14. The ratios obtained in the electron and muon channels agree well with
each other, and the ratio of the combined results has a reduced uncertainty. The ratios of the combined
results are compared to theory predictions in Figures 22 and 23. For the ratio RW+/W� = �fid

W+/�
fid
W� ,

there is a significant scatter for di↵erent PDF predictions and the accuracy of the experimental result
is comparable to the spread among them. The data favours results from the PDFs which include LHC
measurements from Run 1 (ABM12, NNPDF3.0 and MMHT14). For the ratio RW /Z = �fid

W±/�fid
Z , the

predictions agree within quoted uncertainties and the measurement is consistent with all of them.

-W
fidσ / +W

fidσ
1.15 1.2 1.25 1.3 1.35

ATLAS Preliminary
-113 TeV, 85 pb

total uncertainty
stat. uncertainty

ABM12LHC
CT10nnlo
NNPDF3.0
MMHT14nnlo68CL

-W
fidσ / +W

fidσ = -/W+WR

Figure 22: Ratio of W+ to W�-boson production combined fiducial cross sections (red line) compared to predictions
based on di↵erent PDF sets. The inner shaded band corresponds to the statistical uncertainty while the outer
band shows statistical and systematic uncertainties added in quadrature. The theory predictions are given with the
corresponding PDF uncertainties shown as error bars. Scale uncertainties are not included in the error bars of the
predictions.
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Channel �fid
W+/�

fid
W� �fid

W±/�fid
Z

e-channel 1.304 ± 0.004 ± 0.061 10.68 ± 0.06 ± 0.54
µ-channel 1.294 ± 0.004 ± 0.038 10.25 ± 0.05 ± 0.33
combined 1.298 ± 0.003 ± 0.033 10.30 ± 0.04 ± 0.33

Table 14: Ratios of the W+ to W� and W± to Z boson fiducial cross sections for the electron, muon and combined
measurements. The uncertainties are separated into statistical and systematic uncertainties, in that order.

Z
fidσ / ±W

fidσ
9 9.2 9.4 9.6 9.8 10 10.2 10.4 10.6 10.8

ATLAS Preliminary
-113 TeV, 85 pb

total uncertainty
stat. uncertainty

ABM12LHC
CT10nnlo
NNPDF3.0
MMHT14nnlo68CL

Z
fidσ / ±W

fidσ = W/ZR

Figure 23: Ratio of W± to Z-boson production combined fiducial cross sections (red line) compared to predictions
based on di↵erent PDF sets. The inner shaded band corresponds to statistical uncertainty while the outer band shows
statistical and systematic uncertainties added in quadrature. The theory predictions are given with the corresponding
PDF uncertainties shown as error bars. Scale uncertainties are not included in the error bars of the predictions.

9 Conclusion

Measurements with the ATLAS detector of the W ! `⌫ and Z ! `+`� production cross sections based
on 950153 and 79854 candidates, respectively, are presented in this note. These results, produced fromp

s = 13 TeV proton-proton collisions, correspond to a total integrated luminosity of approximately
85 pb�1. The measured total inclusive W±-boson production cross sections times the respective leptonic
branching ratios for the combined electron and muon channels are �tot

W+ = [10960±20 (stat)±440 (sys)±
990 (lumi)] pb and �tot

W� = [8380 ± 20 (stat) ± 350 (sys) ± 750 (lumi)] pb. The total inclusive Z-boson
production cross section times leptonic branching ratio, within the invariant mass window 66 < m`` <
116 GeV, is �tot

Z = [1869 ± 7 (stat) ± 42 (sys) ± 168 (lumi)] pb. These results are the first W± and Z
production cross sections measured by ATLAS at

p
s = 13 TeV, the highest centre-of-mass energy ever

available from a collider, and show agreement with theoretical calculations based on NNLO QCD. The
measurements of cross-section ratios benefit from the cancellation of some experimental uncertainties,
and are powerful tools to constrain PDF uncertainties. In particular, the cross-section ratio of W+ to W�
is measured at the 2.5% level.
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and similarly for �fid
Z .

For the W± boson production cross section the fiducial phase space is defined by:

• p`T > 25 GeV

• p⌫T > 25 GeV

• |⌘` | < 2.5

• mT > 50 GeV

where p`T is the lepton transverse momentum, ⌘` is the lepton pseudorapidity, p⌫T is the neutrino transverse
momentum, and mT is the transverse mass defined as

mT =

q
2p`T p⌫T

⇥
1 � cos (�` � �⌫ )

⇤
(3)

with �` the azimuthal angle of the charged lepton, and �⌫ the azimuthal angle of the neutrino.

Similarly, the fiducial Z boson production cross section is measured in the fiducial phase space defined
by:

• p`T > 25 GeV

• |⌘` | < 2.5

• 66 < m`` < 116 GeV

where m`` is the dilepton invariant mass.

By definition, the acceptance correction factors AW and AZ are not included in the measurement of
the fiducial cross section. As a result, these cross sections are not a↵ected by significant theoretical
uncertainties. Future improvements on the predictions of AW or AZ can be used to extract improved total
cross-section measurements.

3.2 Theoretical predictions

The geometrical acceptances AW and AZ are calculated using Fewz3.1 [3–6] with the NNLO PDFs
CT10nnlo [7]. The central values of the acceptances are provided in Table 1. The statistical uncertainties
resulting from these evaluations are negligible.

The systematic uncertainties on the acceptance are dominated by the limited knowledge of the proton
PDFs. The systematic uncertainties are derived from the following sources:

• PDF: These uncertainties are evaluated with four di↵erent NNLO PDFs: CT10nnlo, NNPDF3.0 [8],
MMHT14nnlo68cl [9], and ABM12LHC [10]. The PDF uncertainty of the CT10nnlo PDF set was
rescaled from 90% CL to 68% CL to match the other sets. The quadrature sum of the CT10nnlo
eigenvectors uncertainties and the envelope of predictions from various PDFs set is taken as con-
servative estimate of the PDF uncertainties. The acceptance results determined with these alternate
PDFs are presented in Table 1.
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1

1 Introduction

The study of associated production of a W boson and a charm (c) quark at hadron colliders
(hereafter referred to as W + c production) provides direct access to the strange-quark content
of the proton at an energy scale of the order of the W-boson mass (Q2⇠(100 GeV)2) [1–3]. This
sensitivity is due to the dominance of sg ! W�+ c and sg ! W+ + c contributions at the hard-
scattering level (Fig. 1). Recent work [4] indicates that precise measurements of this process
at the Large Hadron Collider (LHC) may significantly reduce the uncertainties in the strange
quark and antiquark parton distribution functions (PDFs) and help resolve existing ambiguities
and limitations of low-energy neutrino deep-inelastic scattering (DIS) data [5]. More precise
knowledge of the PDFs is essential for many present and future precision analyses, such as
the measurement of the W-boson mass [6]. An asymmetry between the strange quark and
antiquark PDFs has also been proposed as an explanation of the NuTeV anomaly [5], making
it crucial to measure observables related to this asymmetry with high precision.

W+ c production receives contributions at a few percent level from the processes dg ! W�+ c
and dg ! W+ + c, which are Cabibbo suppressed [7]. Overall, the W� + c yield is expected
to be slightly larger than the W+ + c yield at the LHC because of the participation of down
valence quarks in the initial state. A key property of the qg ! W + c reaction is the presence
of a charm quark and a W boson with opposite-sign charges.
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c
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g
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Figure 1: Main diagrams at the hard-scattering level for associated W + c production at the
LHC.

The pp ! W + c + X process is a sizable background for signals involving bottom or top
quarks and missing transverse energy in the final state. Particularly relevant cases are top-
quark studies and third-generation squark searches. Measurements of the pp ! W + c + X
cross section and of the cross section ratio s(pp ! W + c-jet + X)/s(pp ! W + jets + X) have
been performed with a relative precision of about 20–30% at the Tevatron [8–10] hadron collider
using semileptonic charm hadron decays.

We present a detailed study of the pp ! W + c + X process with the Compact Muon Solenoid
(CMS) detector, using a data sample corresponding to a total integrated luminosity of 5 fb�1

collected in 2011 at a center-of-mass energy of 7 TeV. We measure the total cross section and
the cross section ratio R±

c = s(W+ + c)/s(W� + c) using the muon and electron decay chan-
nels of the W boson. Charm-quark jets are identified within the fiducial region of transverse
momentum pjet

T > 25 GeV and pseudorapidity |hjet| < 2.5 using exclusive hadronic, inclusive
hadronic, and semileptonic decays of charm hadrons. Furthermore, the cross section and the
R±

c ratio are measured as a function of the pseudorapidity of the lepton from the W decay, thus
probing a wide range in the Bjorken x variable, which at leading order can be interpreted as
the momentum fraction of the proton carried by the interacting parton.

This paper is organized as follows: the CMS detector is briefly described in Section 2 and the
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Figure 13: Comparison of the theoretical predictions for s(W+ + c)/s(W� + c) computed with
MCFM and several PDF sets with the average of the experimental measurements. The top plot
compares the average of the measurements made in the muon channel for a pT threshold of
the lepton from the W-boson decay of p`T > 25 GeV. The bottom plot presents the average of
the measurements in the muon and electron channel with the predictions for p`T > 35 GeV. The
uncertainty associated with scale variations is ±1%.
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Figure 14: Cross section ratio, s(W+ + c)/s(W� + c), as a function of the absolute value of the
pseudorapidity of the lepton from the W-boson decay. Results for the p`T > 25 GeV case are
shown in the left plot (muon channel only). In the right plot, the transverse momentum of the
lepton is larger than 35 GeV. The data points are the average of the results from the inclusive
three- and two-prong and semileptonic samples. In the right plot the results obtained with
the W ! µn samples and W ! en samples are combined. Theoretical predictions at NLO
computed with MCFM and four different PDF sets are also shown. The uncertainty associated
with scale variations are of the order of 1–2%. Symbols showing the theoretical expectations
are slightly displaced in the horizontal axis for better visibility of the predictions.
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Figure 11: Normalized differential cross section, (1/s(W+ c))ds(W+ c)/d|h|, as a function of
the absolute value of the pseudorapidity of the lepton from the W boson decay, compared with
the theoretical predictions. Theoretical predictions at NLO are computed with MCFM using four
different PDF sets. Kinematic selection follows the experimental requirements: pjet

T > 25 GeV,
|hjet| < 2.5, and |h`| < 2.1. The transverse momentum of the lepton is larger than 25 GeV in
the left plot and larger than 35 GeV in the right plot. The data points are the average of the
results presented before with the three different samples: inclusive three- and two-prong and
semileptonic samples. In the right plot the results obtained with the W ! µn samples and W !
en samples are combined. Symbols showing the theoretical expectations are slightly displaced
in the horizontal axis for better visibility of the predictions. The uncertainty associated with
scale variations is smaller than 1%.
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FIG. 1. Di↵erential d�/d|⌘`+ | (left) and d�/d|⌘`� | (middle) cross section measurements for W ! `⌫ and d�/d|yZ | cross
section measurement for Z ! `` (right). The error bars represent the statistical and uncorrelated systematic uncertainties
added in quadrature while the theoretical curves are adjusted to the correlated error shifts (see text). The NNLO fit results
with free and fixed strangeness are also indicated, and their ratios are shown below the cross section plots.

(⇠ 15% at x ⇠ 0.01 and Q

2

0

). The fraction of strangeness
is again consistent with unity, r

s

= 0.96±0.25exp. Finally
the data are fitted, to NNLO, with separate strange and
anti-strange normalizations. The resulting value of r

s

is
consistent with unity and the ratio s̄/s is 0.93 ± 0.15exp
at x = 0.023 and Q

2 = Q

2

0

.

W,Z cross section measurements performed at the
Tevatron may potentially have sensitivity to r

s

similar
to that of the ATLAS data. A NLO fit to the HERA
with the CDF W asymmetry [31] and Z rapidity [32]
data gives r

s

= 0.66 ± 0.29exp at a mean x of about
0.081. This is consistent within uncertainties with both
suppressed strangeness and with the present result. A
NLO fit to the combined HERA, ATLAS and CDF data
yields r

s

= 0.95± 0.17exp.

The provision of the full di↵erential cross sections for
both W

+

, W

� and Z boson production, besides the ep

cross sections, is essential for the determination of xs: if
the ATLAS Z cross section data are fitted together with
the ATLAS W charge asymmetry data, rather than with
the separate W+ and W

� cross section measurements, a
less precise result is obtained with r

s

= 0.92± 0.31exp.

In Fig. 2 the present result for r
s

is compared with pre-
dictions obtained from four global PDF determinations.
The CT10 (NLO) [12] determination gives a large frac-
tion consistent with the present result. On the other
hand, the MSTW08 [8] and ABKM09 [9] determina-
tions give a much lower value of r

s

' 0.5, and the
NNPDF2.1 [10, 11] result of r

s

' 0.25 is even lower.

The enlarged fraction of the strange quark sea leads to
a decrease of the down and up quark sea densities at the
initial scale Q

2

0

, because xs̄, xd̄ and xū are tied together
at low x by the precise F

2

data. In compensation for the
increase of xs̄, the xd̄ and xū distributions are dimin-
ished by ' 10%. The total sea, x⌃, is correspondingly
enhanced by ' 8%, as illustrated in Fig. 3.

sr
-0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABKM09
NNPDF2.1
MSTW08
CT10 (NLO)
total uncertainty
experimental uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q sepWZ free 

FIG. 2. Predictions for the ratio rs = 0.5(s + s̄)/d̄, at
Q

2 = 1.9GeV2, x = 0.023. Points: global fit results us-
ing the PDF uncertainties as quoted; bands: this analysis;
inner band, experimental uncertainty; outer band, total un-
certainty.

The result on r

s

, Eq. 2, evolves to

r

s

= 1.00±0.07exp±0.03mod

+0.04

�0.06

par±0.02↵S±0.03th (3)

at Q

2 = M

2

Z

and x = 0.013, corresponding to a value
of r

s

(0.013,M2

Z

) = 1.00+0.09

�0.10

, which is more than twice
as precise as at the initial scale Q

2

0

. Uncertainties are
smaller at Q

2 = M

2

Z

because the gluon splitting proba-
bility into qq̄ pairs is flavor independent, thus reducing
any initial flavor asymmetries. This also causes r

s

to in-
crease from 0.5 at Q2

0

to a value of about 0.8 at Q2 = M

2

Z

in the fixed s̄ fit.
In summary, a NNLO pQCD analysis is performed of

the first di↵erential ATLAS W

±
, Z pp cross sections with

HERA e

±
p data. The W, Z measurements introduce a

novel sensitivity to the strange quark density at x ⇠ 0.01,
which is exploited here for the first time. The ratio of
the strange to the down sea quark density is found to be
r

s

= 1.00+0.25

�0.28

, at Bjorken x = 0.023 and the initial scale
of the QCD fit Q

2

0

= 1.9GeV2. This is consistent with
the prediction that the light quark sea at low x is flavor

doi: 10.1103/PhysRevLett.109.012001
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Figure 13. Measured differential cross section as a function of lepton |⌘| compared to predictions
obtained using various PDF sets: (top left) W

+
c-jet, (top right) W

�
c-jet, (middle left) W

+
D

�,
(middle right) W

�
D

+, (bottom left) W

+
D

⇤� and (bottom right) W

�
D

⇤+. The measurements
are shown by the filled circles. The error bars give the statistical uncertainty, while the sum in
quadrature of the statistical and systematic uncertainties is shown as an error band. The the-
ory predictions are based on the aMC@NLO simulation. The different markers correspond to the
predictions obtained using various PDF sets and the corresponding error bars represent the to-
tal theoretical uncertainties (sum in quadrature of PDF, parton shower, fragmentation and scale
uncertainties).
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ATLAS, full 7 TeV dataset

Strange quark PDF enhancement 
consistent with result  

from W,Z x-sec fit (ATLAS-epWZ12):

Fit of differential x-sec  
with HERAPDF1.5 set  
with free fs parameter  

CT10 MSTW2008 HERAPDF1.5 ATLAS-epWZ12 NNPDF2.3 NNPDF2.3coll

W

+

c-jet (�

2

/ndof) 3.8/11 6.1/11 3.5/11 3.1/11 8.5/11 2.9/11

W

�
c-jet (�

2

/ndof) 9.0/11 10.3/11 8.3/11 6.3/11 10.5/11 6.1/11

W

+

D

�
(�

2

/ndof) 3.6/4 3.7/4 3.7/4 3.4/4 3.8/4 3.4/4

W

�
D

+

(�

2

/ndof) 3.7/4 4.6/4 3.3/4 2.0/4 4.7/4 1.6/4

W

+

D

⇤�
(�

2

/ndof) 2.9/4 6.0/4 2.2/4 1.7/4 8.1/4 1.6/4

W

�
D

⇤+
(�

2

/ndof) 3.0/4 4.4/4 2.4/4 1.6/4 4.2/4 1.4/4

N

exp

114 114 114 114 114 114

N

theo

28 22 16 20 40 40

Correlated �

2

(exp) 0.8 1.8 0.9 1.1 2.2 1.0

Correlated �

2

(theo) 6.2 1.9 2.6 0.1 7.4 0.2

Correlated �

2

(scale) 0.6 2.5 1.1 0.0 2.7 0.0

Total �

2

/ndof 33.6/38 41.3/38 28.0/38 19.2/38 52.1/38 18.2/38

Table 9. Quantitative comparison of fiducial cross sections to various PDF predictions. The table
shows the partial �

2
/ndof for the different cross-section measurements, the number of nuisance

parameters for the experimental sources of systematic uncertainties (Nexp), the number of nuisance
parameters for the uncertainties on the predictions (Ntheo) as well as the correlated �

2 corresponding
to the experimental uncertainties (�2 (exp)), the uncertainties on the predictions excluding the
scale uncertainties (�2 (theo)) and the scale uncertainty (�2 (scale)). The correlations due to the
systematic uncertainties of c-quark fragmentation that affect both the measured cross sections and
the theoretical predictions are taken into account. To avoid double-counting, these uncertainties
are added to Nexp and �

2 (exp) only. Furthermore, the total �2
/ndof is given.

to be obtained. HERAPDF1.5 is the only publicly available PDF set where the effect of
varying the strange-quark density is parameterised by a single parameter (f

s

). The �

2-
minimisation procedure discussed above can be used as follows to calculate a value for f

s

based solely on the measurements discussed here while ignoring all previous measured or
assumed values of f

s

. The �

2 minimisation is repeated for the HERAPDF1.5 PDF set
after artificially increasing the uncertainty of the strange-quark fraction f

s

. This procedure
corresponds to a free fit of the eigenvector representing f

s

while all other eigenvectors are
constrained within the uncertainties determined in the HERAPDF1.5 fit. A value of

r

s

⌘ 0.5(s+ s)/d = f

s

/(1� f

s

) = 0.96

+0.16
�0.18

+0.21
�0.24

is determined at Q

2
= 1.9 GeV

2 and is independent of x as implemented in the HERA-
PDF1.5 PDF. The first uncertainty represents the experimental and theoretical uncertain-
ties and the second uncertainty corresponds to the scale uncertainty of the W+c calculation.
Since the scale uncertainty is the dominant uncertainty, its effect is assessed separately by
repeating the fit under the assumption of perfect knowledge of the scale. The resulting
strange-quark fraction is shown in figure 14 as a function of x at Q

2
= m

2
W

. For the
HERAPDF1.5 PDF the s-quark sea density is lower than the d-quark sea density at low
values of x and it is further suppressed at higher values of x. The ATLAS Wc-jet/WD

(⇤)

data on the other hand favour a symmetric light-quark sea over the whole x range relevant
to the presented measurement (10�3 to 10

�1).
The value of r

s

determined in this study is in good agreement with the value of r
s

=

1.00

+0.25
�0.28 obtained in the combined analysis of W and Z production at Q2

= 1.9 GeV

2 and
x = 0.023 by ATLAS [9] and supports the hypothesis of an SU(3)-symmetric light-quark
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HERA I DIS + CMS Aµ + W+c

HERAPDF1.5
HERAPDF1.5 + ATLAS Wc-jet/WD data
ATLAS-epWZ12

Q2= mW
2

0.5

0.75

1

1.25

1.5

10 -3 10 -2 10 -1

Fig. 5: The ratio of the s and d PDFs, as a function of x, compared in different analysis. We show the ATLAS
results based on Z and W -boson production measurements [27] and on the associated production of W with
charmed hadrons [30] as well as the CMS result [26], based on the W+c production measurement of Ref. [29].
For comparison, the HERAPDF1.5 result is also shown, where the constraints on the strange quark distribution are
obtained from the neutrino-scattering experiments.

3.7. Top quark pair production
Top quarks are abundantly produced at the LHC, which can be considered a real “top factory” due to
the high center of mass energy and luminosity. As opposed to the Tevatron, where top quark pairs are
produced predominantly via quark-anti-quark annihilation, at the LHC they are produced mostly in the
gluon-gluon channel. Therefore, they provide potentially useful information on the gluons for x � 0.1, a
region which is only covered by jet production in PDF global fits. In addition, for differential distributions
sensitive to large-x PDFs, such as the tt̄ invariant mass distribution or the tail of the pt

T

distribution, there
is also sensitivity to quarks and anti-quarks.

While NLO calculations are affected by large scale uncertainties, the completion of the full NNLO
calculation for total production cross-sections [136] and for differential distributions [137,138] will allow
for consistent use of the top quark-pair data in the fits at NNLO. Furthermore, their availability allows
for more precise extractions of fundamental QCD parameters, like top-quark mass and ↵

S

[139]. Since
the exact differential NNLO calculation is not yet available in a form suitable for QCD analyses, its
approximate version [33], featuring the methods of threshold resummation, might be used.

Up to now, a number of studies has quantified the sensitivity of top quark pair production data
to the gluon PDFs using the total top-quark pair production cross-sections, showing that available data
from ATLAS and CMS already provide powerful constrains on the large-x gluon [32, 42]. Among other
collaborations that include top data in their fits, ABM has explored their impact showing that it can
lead to a shift in the gluon PDF up to one-sigma [16] in units of the PDF uncertainties. The impact of
total cross-sections in PDF fits is only moderate, but the full constraining power of top quark data will
be assessed using the differential distributions. A first study on this respect, based on the approximate
NNLO from threshold-resummed calculation, has been presented in Ref. [33].

3.8. Charm and bottom pair production
Production of heavy quark pairs in hadron collisions is a powerful test of perturbative QCD. While top
pair production at the LHC is nowadays included in PDF fits, this is not the case for charm and bottom
quarks. On the other hand, their differential p

T

and rapidity distributions (d2�/dp
T

dy) are directly

19

from arXiv:1507.00556

Discrepancy with CMS fit results 
doi:10.1103/PhysRevD.90.032004 

http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://link.springer.com/article/10.1007%2FJHEP05%282014%29068
http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.109.012001
http://arxiv.org/abs/1507.00556
http://journals.aps.org/prd/abstract/10.1103/PhysRevD.90.032004


26

10.3 Double ratio measurements 15
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Figure 5: Measured DY double ratios at center-of-mass energies of 7 and 8 TeV in the combined
dilepton channel as compared to NNLO FEWZ 3.1 calculations obtained with CT10 NNLO PDF,
for the full phase space. The uncertainty band in the theoretical predictions combine the statis-
tical and PDF uncertainties; the latter contributions are dominant. The exact definition of R is
given in Eq. (6).

10.3 Double ratio measurements 13

The uncertainty bands in the theoretical expectations include the statistical and the PDF un-
certainties from the FEWZ 3.1 calculations summed in quadrature. The statistical uncertainty
is significantly smaller than the PDF uncertainty, which is the dominant uncertainty in the
FEWZ 3.1 calculations. In general, the PDF uncertainty assignment is different for each PDF set.
The CT10 PDF uncertainties correspond to 90% CL; to permit a consistent comparison with
NNPDF2.1 the uncertainties are scaled to 68% CL.

In the low-mass region, the results of the measurement are in better agreement with the NNPDF2.1
NNLO than with the CT10 NNLO estimate, which is systematically lower than NNPDF2.1
NNLO in that region. The c2 probability calculated between data and the theoretical expecta-
tion with total uncertainties on the combined results in the low-mass region is 16% (76%) for
the CT10 (NNPDF2.1) PDFs. In the Z peak region, the two predictions are relatively close to
each other and agree well with the measurements. The statistical uncertainties in the measure-
ments in the highest mass region are of the order of the PDF uncertainty. The corresponding c2

probability calculated in the high mass region is 37% (35%) for the CT10 (NNPDF2.1) PDFs.

10.3 Double ratio measurements

The ratios of the normalized differential and double-differential cross sections for the DY pro-
cess at the center-of-mass energies of 7 and 8 TeV in bins of dilepton invariant mass and dilepton
absolute rapidity are presented. The pre-FSR double ratio in bins of invariant mass is calculated
following the prescription introduced in [11] according to

R(pp ! g⇤/Z ! `+`�) =

� 1
sZ

ds
dm

�
(8 TeV)

� 1
sZ

ds
dm

�
(7 TeV)

, (6)

while the pre-FSR double ratio in bins of mass and rapidity is calculated as

Rdet(pp ! g⇤/Z ! `+`�) =

� 1
sZ

d2s
dm d|y|

�
(8 TeV, pT > 10, 20 GeV)

� 1
sZ

d2s
dm d|y|

�
(7 TeV, pT > 9, 14 GeV)

, (7)

where sZ is the cross section in the Z peak region; ` denotes e or µ. The same binning is used
for differential measurements at 7 and 8 TeV in order to compute the ratios consistently.

The double ratio measurements provide a high sensitivity to NNLO QCD effects and could
potentially yield precise constraints on the PDFs; the theoretical systematic uncertainties in the
cross section calculations at different center-of-mass energies have substantial correlations, as
discussed in Section 9. Due to cancellation in the double ratio, the effect of the gg-initiated
processes is negligible.

Figure 5 shows the pre-FSR DY double ratio measurement in the combined (dielectron and
dimuon) channel as a function of dilepton invariant mass, for the full phase space. The theo-
retical prediction for the double ratio is calculated using FEWZ 3.1 with the CT10 NNLO PDF
set. The shape of the distribution is defined entirely by the

p
s and the Bjorken x dependencies

of the PDFs, since the dependence on the hard scattering cross section is canceled out. In the
Z peak region, the expected double ratio is close to 1 by definition. It increases linearly as a
function of the logarithm of the invariant mass in the region below 200 GeV, where partons
with small Bjorken x contribute the most. The difference in regions of x probed at 7 and 8 TeV
center-of-mass energies leads to a rapid increase of the double ratio as a function of mass above
200 GeV.
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Figure 3: The DY differential cross section as measured in the combined dilepton channel and
as predicted by NNLO FEWZ 3.1 with CT10 PDF calculations, for the full phase space. The data
point abscissas are computed according to Eq. (6) in [60]. The c2 probability characterizing the
consistency of the predicted and measured cross sections is 91% with 41 degrees of freedom,
calculated with total uncertainties while taking into account the correlated errors in the two
channels.
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Figure 5. Comparison of Born-level nominal (e+ µ) and extended (µ) channel di↵erential cross
sections as a function of the dilepton invariant mass, m``, extrapolated to full phase space. The
data uncertainties are the total fiducial cross-section uncertainties, while the total uncertainties
also include theoretical uncertainties from the acceptance correction. The luminosity uncertainties
(nominal 1.8%, extended 3.5%) are included in the error band.

4.3 Theory comparison

The fiducial cross-section measurements are compared to theoretical predictions from Fewz

at NLO and NNLO as well as NLO calculations matched to a LL resummed parton shower

calculation from Powheg. In order to compare the QCD calculations to the data, addi-

tional corrections are required to account for higher-order electroweak radiative e↵ects [56]

and photon induced processes, �� ! `` [57]. The calculations are performed using Fewz

and cross checked with Sanc [44].

The electroweak corrections calculated in the G
µ

scheme, �HOEW, account for the

e↵ects of pure weak-vertex and self-energy corrections, double boson exchange, initial-

state radiation (ISR), and the interference between ISR and FSR. A comparison of the

HOEW corrections obtained with the alternative ↵(M
Z

) electroweak scheme [43], �HOEW
↵(MZ) ,

yields di↵erent results at low m
``

and the di↵erence, �scheme, is listed in tables 10 and 11,

where �HOEW = �HOEW
↵(MZ) � �scheme.

The cross-section contribution from photon induced processes, �PI, is estimated using

the MRST2004QED PDF set [58] in which photon radiation from the quark lines is in-

cluded in the parton evolution equations. The cross-section predictions are calculated using

the NLO and NNLO MSTW2008 sets as appropriate. The full cross-section predictions

including all corrections are shown in tables 8 and 9 for nominal and extended analysis

respectively. The corrections and associated uncertainties are also listed in tables 10 and

11 for both fiducial measurements. The �PI corrections contribute 2–3% of the theoretical
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Conclusions

CMS and ATLAS collaborations deliver first  
soft QCD results from 13 TeV collisions

A wide variety of measurements probing PDFs  
were performed in RunI; 

Many of them were used in global PDF fits

LHCP 2015

PDF-sensitive measurements at 13 TeV from Run II start to appear
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Diffractive processes

Diffractive processes 
constitute ~20% of 

inelastic cross-section

Many measurements by CMS and ATLAS
ATLAS  2012, doi: 10.1140/epjc/s10052-012-1926-0 
CMS 2015, doi: 10.1103/PhysRevD.92.012003 
CMS 2013, doi: 10.1103/PhysRevD.87.012006 
… 

Exclusive γγ interactions

Lepton production: 
ATLAS 2015, doi:10.1016/j.physletb.2015.07.069 

CMS 2012, doi:10.1007/JHEP01(2012)052 

Exclusive WW pair production: 
CMS 2013, doi:10.1007/JHEP07(2013)116 

CMS 2015 (preliminary), CMS-PAS-FSQ-13-008
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