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The needle in the hay-stacky
Simulation from CMS

Reconstructed tracks 
with pt > 25 GeVwith pt > 25 GeV

This is what we are looking for: a Higgs-bosonThis is what we find: more than 1000 particles
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g gg
We hope to get this once per day

p
We get this 40.000.000 times per second!



The hay: 15 million sensorsy

• 15 million sensors
Gi i l 40 000 000 / d• Giving a new value 40.000.000 / second

• = ~15 * 1,000,000 * 40 * 1,000,000 bytes

?
• = ~ 600 TB/sec
• 600 TB = 120000 DVDs = ?

How do you sift through 600 Terabytes  / s?
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This means going through a 100 m  high stack of DVDs 



Triggering – selecting 
the interesting fewthe interesting few

?

Filter 399 out of 400 collisions
M t k th d i t ti
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Must keep the good = interesting ones



Filtering in hardwareg

•Sophisticated•Sophisticated 
electronics
•Hundreds of 

t b iltcustom-built 
boards – process 
a small piece of p
the collision at 
enormous speeds 
(40 million times /(40 million times / 
second)
•They give a 
crude butcrude, but 
effective decision, 
based on simple 

it i
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criteria



High Level Triggerg gg

• Pack the knowledge• Pack the knowledge 
of tens of thousands 
of physicists and 
d d f hdecades of research 
into a huge 
sophisticatedsophisticated 
algorithm

• Several 100.000 lines 
f dof code

• Takes (only!) a few 
100 milliseconds per100 milliseconds per 
collision

“And this, in simple terms, is how
fi d th Hi B ”

?
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we find the Higgs Boson”



Data Acquisition
• Data from each collision 

spread out over 
hundreds of places on

q

hundreds of places on 
the detector

• Thousands of computers 
needed to selectneeded to select 
interesting events

Readout 
Board

Readout 
Board

Readout 
Board

Readout 
Board

Readout 
Board

Readout 
Board

Readout 
Board

100 Gbyte/s network
NETWORK

100 Gbyte/s network
= 61.5 Million simultaneous
phone conversations

• Each computer needs 
data from the entire 
detector

SWITCH SWITCHSWITCH SWITCH SWITCH SWITCH SWITCH

• Huge networks between 
computers and detector 
elementscomputer farm
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Storing large amounts of data

Each mini-big-bang in Alice creates 25 MB/s of data
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2.5 Gigabyte  need to be stored every second



On to tape...and the GRIDp
Networks, farms and data flows

To regional centers
622 Mbit/s

To regional centers
622 Mbit/s

Events:Events:

Remote
control rooms

Remote
control rooms

Controls:
1 Gbit/s
Controls:
1 Gbit/s Events:

10 Gbit/s
Events:

10 Gbit/s

Controls:
1 Gbit/s

Controls:
1 Gbit/s

Raw Data:
1000 Gbit/s
Raw Data:
1000 Gbit/s
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