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m On-demand documents
Web invented at CERN
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m On-demand Computer
storage and processing

Grid

= On-demand people

Need to harness global
physics expertise for LHC
physics

Communications
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LHC : Competitive Collaboration

m Competitive
1 Be first and best

m Collaboration
1 Common physics goals
1 Share technical solutions
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CERN users by nation of Institute (5 Feb 2008)

MEMBER STATES
AUSTRIA 58
BELGIUM 98
BULGARIA 35 v
m Teams are globall :
DENMARK 68
FINLAND 81
. . FRANCE 872
GERMANY 944
istributed at all levels | ° -
HUNGARY 4 :
ITALY 1543 E 4 ——— ——
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NORWAY 70 DA )
1 Detector builders RS 8 Womwomesoans W o 3 oo 0 weo on o mww
PORTUGAL 109 INDIA 03 ARMENIA 17 CUBA 3 MONTENEGRO 1 'I'HAILAI\_D 1
SLOVAKIA 46 ISRAEL o M AUSTRALIA 13 CYPRUS 6 MOROCCO 6 UKRAINE 17
SPAIN 270 s i AZERBALAN | ESTONIA 10 NEWZEALAND 7
-1 Software developers pom o RN ST 2 mme b oomEmTT g
SWITZERLAND 344 TURKEY 35 BRAZIL 68 ICELAND | ROMANIA 46
UNITED KINGDOM 645 USA 1278 CANADA 119 IRAN 6 SERBIA 16
2L CHILE 4 IRELAND 14 SLOVENIA 16
: ; 9 (l) ) CHINA &0 KOREA 44 SOUTH AFRICA 2
-1 Computing operators 2592 | .. ¢ R 4 BMARe

1 Physics analysis teams Example: ATLAS collaboration

1 Management, funding 37 Countries
169 Institutions

2500 Scientific authors
Communications .

m Matrix organizations
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Communications Systems

9T Number of events

m [ext 1 (as of Sept 2008)
Email (too much), SMS (not much) 199
Instant messaging (especially youth)
News / discussion groups

m \oice
Phone (especially mobile) |
Phone-conferencing (small discussions) .

m Video-conferencing
EVO system (Caltech/HEP)
High quality commercial systems (H323)

m CERN meeting management system (Indico)
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Example: EVO video-conferencing

Statistics

18,900
registered users

600 users
(unigue) per
day

Around 160
meetings per
day

Around 3,000
meetings per
month

Up to 280 users
in the same
meeting

Multicast

Moﬁitorin(j/ Y Whiteboard /
MonALISA Record / — % Shared Files

Playback IM / Chat 5
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Collaborative Systems : examples
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il 00 RawDataMoniteringSummg i |l ] HI ) 4
_E 01 Tracks .‘ A digi cell is considered bad if there was no digi for that cell in the event, if the capid rotation for that digi was incorrect, or if the sum of ADC counts over all time
:“ 02 OnTrackCluster ¥ slices for the digiis 0. If zero-suppression of the HCAL is enabled for a run, this plot may have high occupancy, and you should check the expert plots for more
Bl ] == P i e e e U
Please file any feature requests and any bugs you find in Savannah. Find shift instructions here

GUANA DQM GUI @ srv-C2D05-19; Sep 16, 2008 at 20:40.10 UTC; session is modifiable

Finance, HR, admin
Document servers
Wikis, e-learning ...
Software development
Task / bug tracker
Computing operations
Services monitoring
Operations centres
Shift operations

Physics data quality
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Distributed Operations Centres

CMS Remote Operations Centre at Fermilab CMS Experiment Control Room

CMS Centre at CERN: monitoring, computing operations, analysis
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Distributed Collaboration

m [t works! Web is central to everything

m Particle physics community develops
new tools as-needed

Web, Grid, (what next ...?)
...and uses numerous commodity systems

m Distributed Collaboration is crucial to the
success of the exciting physics analysis
phase of the LHC

... hext talk ...
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