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LHCOPN

- Stable situation
- Traffic volume constantly growing during Run2

- CH-CERN didn't reduce the size of its LHCOPN prefixes
eventually

- NL-T1, FR-CCIN2P3 and UK-T1-RAL are in the process of
adding additional 10G links to CERN

- No major progresses on IPv6 deployment
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LHCOPN traffic volume

LHCOPN TOTAL Traffic (CERN -= Tiers1)

¥

B To DE-XKIT 3526 12.2EG 15,756 4.65G
] To kKIsTI 373, 54mM .35 Go4ZG 2TT.T7T3mM
B To rRU-Tls 1. 645 B.25G 27.01G 1.44G
B To Inz2r3 2.B56 T.74G L.500 2.BZ5
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Current topology

2G.ASaal

TW-ASGC

AS24167
117.103.96.0/20
140.109.98.0/24
140.109.102.0/24
202.140.160.0/19
202.169.168.0/22

KR-KISTI

AS17579
134.75.125.0/24

NDGF

AS39590
109.105.124.0/22
2001:948:40::/42

UK-T1-RAL

AS 43475
130.246.176.0/22
130.246.152.240/28

ES-PIC

AS43115
193.109.172.0/24
2001:67¢:1148:200::/64
2001:67c:1148:201::/64
2001:67¢:1148:202::/64
2001:67¢:1148:301::/64

CA-TRIUMF

AS36391
206.12.1.0/24
206.12.9.0/29
206.12.9.64/28

N

interconnection
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NL-T1

AS1162
145.100.32.0/22
145.100.17.0/28
AS1104
194.171.96.128/25

g

AS34878
192.108.45.0/24
192.108.46.0/23
2a00:1398:104::/46

A0CRUNNG

US-T1-BNL

AS43
130.199.185.0/24
130.199.48.0/23
130.199.54.0/24
192.12.15.0/24

ITANEN-GNAF
i

AS137
131.154.128.0/17

US-FNAL-CMS

AS 3152
131.225.2.0/24
131.225.160.0/24
131.225.184.0/22
131.225.188.0/22
131.225.204.0/22
2620:6a:0:2::/64

RRC-KI-T1

AS59624
144.206.224.0/24
144.206.236.0/24

JINR-T1

AS2875
159.93.228.0/22

FR-CCIN2P3
AS789
193.48.99.0/24
2001:660:5009:9::/64

— T0-T1 and T1-T1 traffic
mmmm—— T1-T1 traffic only

= = m Notdeployed yet
Pl (thick) >=10Gbps
s (thin) <10Gbps

= Alice = Atlas
fl=CcMS =LHCb
p2p prefix: 192.16.166.0/24 - 2001:1458:302::/48
edoardo.martelli@cern.ch 20160229
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LHCONE L3VPN service

The LHCONE L3VPN is expanding:
- Brazil is now a stable partner, Chile is interested to join

- Also growing in Asia: SINET (JP), ASGC (TW) already present, TEIN
iS ready to start

- Belgium and Portugal are working to join in Europe
- Russia and Poland have connected their VRFs
- First contacts with South Africa

Traffic within LHCONE is steadily growing:
- Some NRENSs and sites need to upgrade their connection

ESnet has produced tools to analyze the LHCONE routing table
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LHCONE: A global infrastructure for the High Energy Physics (LHC and Belle Il) data management
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March 2016 — WElohnston, ESnet, wej@es.net See http://lhcone.net for more detail.




LHCONE Point-to-Point service

Working on demonstrating a working implementation/solution of the
LHCONE Point2Point service

Two different approaches realized:

- OpenFlow-based solution by Caltech

- BGP-based solution by SURFnet and NORDUnNet. SURFnet
demonstrated an implementation with AutoGOLE. NORDUnet
demonstrated the use of circuit-aware Route Servers.

ATLAS is pursuing the use of SDN and OpenVSwitches to improve

t
t
t
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\
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ne ability of the LHC experiments to manage, utilize, and optimize
ne global infrastructure. Looking for site interested in participating in

ne effort
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Network Providers update



GEANTQ

- 693 Pbytes of unique data per year, peak of over 300Gbps on busy
days, average of 180Gbps. LHCONE traffic accounts for almost 1/3
of the overall IP average traffic

- Extending Asian connectivity: TEIN (Asia), ORIENT+ (CN), SINET5
(JP), TIFR and NKN (IN)

- Collaborations with: HELIOS, BelleIl, EUMETSAT

- Future collaborations: SmartFIRE (Interconnections of network
tetsbeds), JAXA-ESOC joint mission control, InfiniCortex (InfiniBand
on the WAN)

CERN £, . =
(\W}\ ‘ WL Information Technology Department 11
7% e :



& ESnet

- 39,3 PB transferred per month
- Planning for ESnet6 upgrade in 2018

- Testing high speed connection to AWS (Amazon cloud)

<C\E\§W§\ ‘ mlnformation Technology Department
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NORDUnet

Nordic Infrastructure for Research & Education

Enlarging service portfolio:
- video

- e-learning

- cloud solutions

Projects:
- Danish Weather Service

LHCONE
- moved connection to GEANT from Copenhagen to London on 100G
- connections to Esnet and Internet2 at MANLN over ANA-200G

(C\@zx ‘ Glnformation Technology Department
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WEPAN ASIa Pac1f1c Advanced Network

es, Research and Educatio

Serving a very densely populated region

Connecting a very diverse region: links to countries varies from few
Mbps to 10Gbps

Research, Education and Societal Benefits:
Agriculture, Earth Systems and Sensing, Culture and Arts,
Astronomy, HEP, Bioinformatics, Medicine, Education, Disaster
Management (natural, medical, etc.), ...

PN
1T | [ '
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TEIN

Not present due to ongoing upgrades
LHCONE VRF implemented. Peering with GEANT VRF
Soon peering with KISTI (KR) and ASGC (TW) in Hong Kong

Most of the backbone links being upgraded to 10Gbps

_ WY Information Technology Department
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”Er ' Science Information NETwork 5

- Transitioning from SINET4 to SINETS
- LHCONE VRF for KEK and ICEPP part of SINET5 implementation

CAnet4
mm SURFnet -
P CalREN
GCI)EANT % ESnet MAN
d) GE il
Echaned ] GEANT g o kvo acifid [{ Internet2
N ) 00 Wave
RENATER kY '?% , okvo 5
SRR - TEIN o e
e Vi 5 C}f@'
ISingapore! RedCLARA
i
AARnNet REUNA

From March 2016 to March 2019
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Asian Sites update
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Belle 1II

Accelerator / Detector
- phasel detector (BEAST2) was installed and new data is coming
- First beam turn achieved

Computing
- started distributed computing operations
- entire KEK datacentre will be replaced in the summer

Network

- Waiting for the upgrade of SINET5 and implementation of LHCONE
- LHCONE necessary to fullfill KEK-PNNL network requirements

CM £33, . .
\_ WL Information Technology Department
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100% reliability in the last 6 months
KREOnet has already started the implementation of LHCONE
The connection with TEIN in Hong Kong will improve connectivity

with other WLCG sites in Asia (currently reached via North
America)

<C\E\€W§\ ‘ ﬂﬁ{ylnfomwalion Technology Department
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ASGCnet international network being upgraded

ASGC LHCONE VRF being implemented:

- Already connected to CERN VRF in Amsterdam

- Soon connecting to ESnet and others at Starlight Chicago
- Soon connecting to TEIN and KREONET in Hong-Kong

- Planned connection to SINET (JP)

Evaluating SDN Openflow

\_ WL Information Technology Department
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Connectivity for Commercial Clouds

(C\E\/RWZS ‘ Glnformation Technology Department
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Connectivity for Commercial clouds

Research and Education Networks (REN) are evaluating how to
connect commercial cloud providers to their users

Main issues:
- deliver traffic from cloud datacentres to different continents

- avoid or not cloud-to-cloud traffic
- not all the RENs allow commercial traffic

Three solution presented

CERN - :
(\ﬂzx ‘ ﬂﬁgglniomwanon Technology Department
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GEANT: dedicated VRF

GEANT NREN GEANT NREN
(AS100) (AS200)

GEANT CLOUD VRF
PEERING REN
(AS300)

BGP announcements

> No tag
NREN tag
> Cloud Provider tag

CP1
(AS11)

CP2
(AS22)

https://indico.cern.ch/event/461511/contribution/4/attachments/1242663/1828448/2016-03-14_GEANT-Cloud-proposal_Capone.pptx
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https://indico.cern.ch/event/461511/contribution/4/attachments/1242663/1828448/2016-03-14_GEANT-Cloud-proposal_Capone.pptx

CERN
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N

ESnet: on-net VPN termination

Virtual “Site Router” (VRTR) Service
At the edge of the cloud

Virtual Site Router at AWS Exchange Point

Fa

R&E
Network

@& 3 HPDataPath

E

Virtual “Site Router” improves path efficiency and takes pressure
off of the site local-loop.

https://indico.cern.ch/event/461511/contribution/33/attachments/1251052/1844657/ESnetOnClouds.pptx

‘ Glnformation Technology Department
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https://indico.cern.ch/event/461511/contribution/33/attachments/1251052/1844657/ESnetOnClouds.pptx

NORDUnet: transport to eXchange Points

Cloud Provider B

Cloud Provider C

https://indico.cern.ch/event/461511/contribution/12/attachments/1242659/1828442/NORDUnet_and_cloud.pptx

‘ olnformationTechnology Department


https://indico.cern.ch/event/461511/contribution/12/attachments/1242659/1828442/NORDUnet_and_cloud.pptx

Other matters

(C\E@S ‘ olnformation Technology Department
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NOVA experiment

FZU (CZ) works with FNAL (US) on the
NOVA experiment. - They have asked
permission to use LHCONE. They will
produce more information to support
the request

NOVA experiment at FNAL

* NOVA experiment
Neutrino oscillation accelerator
experiment with FD at Ash River

* Oscillation parameters
* CP violation

CEfW
\
S
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Next meetings

- Next LHCONE meeting: date to be defined (September-November
period)

- Second Asia Tier Centre Forum organized by KISTI in Thailand.
Most likely in November 2016

CERN - :
(\ﬂzx ‘ ﬂﬁgglniomwanon Technology Department

28



References

All the presentations at:

https://indico.cern.ch/event/461511/
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