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Part I - Introduction
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GooFit Framework
GooFit is a large data processing application funded by NSF(*); it is an interface 
between MINUIT and a GPU which allows a p.d.f. to be evaluated in parallel.

The P.D.F. describing the physical process is defined in a GooPdf object containing the 
fit parameters as Variable objects

The actual interface between MINUIT and the GooPdf is a FitManager object which:

A GooFit macro has three main components: 

• assign the DataSet (containing one or more 
observables as Variable objects) to the GooPdf 

• via f it method l inks CPU-sided MINUIT 
minimising algorithm (es. MIGRAD) to the GPU-
sided likelihood (or chi-square) calculation (via 
calculateNll method )   

The object FitControl allows user to 
select which test statistic should be 
used (es. unbinned/binned likelihood, 
chi-square,…) 

GooFit: A library for massively parallelising maximum-likelihood fits  

R. Andreassen et al., J. Phys.: Conf. Ser. 513 052003, 2014(*) NSF-1414736 Enabling High Energy Physics at the Information 
   Frontier Using GPUs and Other Many/Multi-Core Architectures

CPU : Parameters tuning  to 
minimise Neg-Log-LikelihoodGPU : p.d.f. evaluation
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GooFit Profiling
Example of a snapshot of the profile of a GooFit process provided by Nvidia Visual Profiler :

Fit parameters’ flow 
between GPU & CPU

Likelihood 
calculation

p.d.f. 
normalisation

CPU : Parameters tuning  to 
minimise Neg-Log-LikelihoodGPU : p.d.f. evaluation

}
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Hardware Configuration

Hyper-Q : Allows multiple CPU cores to simultaneously 
interact the CUDA cores on a single GPU.

GPU CPU

• 32 cores : E5-2640 v2 @ 2.00GHz
• 64 GB RAM Number of CUDA cores

Memory size for GPU (GDDR5)

Number of GPUs 2 x GK110 

2 x 2,496 

288 Gbytes/sec Memory bandwidth for board

2 x 5 GB 

In the Bari Tier2 we have a server equipped with 2GPUs Tesla K20 & 32 CPU cores

Tesla K20 block diagram :

Details :

Multi Process Server 
A single process may not exploit all the computing capability of the GPU.  
MPS is a tool provided by nVidia that enables concurrent CUDA processes to be run 
at the same time on the same GPU by scheduling their access to the GPU resources 
(both RAM memory and CUDA cores) 
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Physics case chosen for GooFit application - I

In CMS paper PLB 734(2014) 261, the significance for the structure in the             mass 
spectrum close to the kinematic threshold was evaluated also by means of toy MC simulations 
using RooFit:

J /ψ  φ

To explore GooFit VS RooFit performances we exploit the same physics case

Peaking structure @ threshold with: 

m = 4148.0 ± 2.4(stat)± 6.3(syst) MeV
Γ = 28−11

+15 (stat)±19(syst) MeV

Δm = m(µ+µ -K+K- ) - m(µ+µ - )[GeV]
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Physics case chosen for GooFit application - II

To describe the adopted procedure let’s refer to CMS AN-2011-415 (BPH-11-026)

In the asymptotic limit (i.e. as long as the normal sampling distribution is a valid approximation) 
the                                      is the same as a likelihood ratio test statistic (                   ). 
If some regularity conditions are satisfied, Wilks’ theorem is valid and        behaves as       
namely a      function  with a # of d.o.f. equal to the difference between the two fits/hypothesis. 
Unfortunately, commonly encountered situations violate this requirements (more in the backup). 

Δχ 2 = χ(bkg)Fit
2 − χ(bkg+sig)Fit

2

Δχ 2
2 ln(λ) ! Δχ 2

Reminder

χΔ(#d .o. f .)
2

χ 2
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Part II - Toy MC process
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Toy MC Setup

Toy MC Fitting Cycle (for each generated event):

1) Generation of fluctuated background distribution (phase-space model) via Hit or Miss   
     procedure (# of entries in this distribution = # of entries in the data distribution = 2342)

2) Null Hypothesis NLL(*) fit is performed with the phase-space model only 

3) Alternative Hypothesis NLL(*) fit is performed with the phase-space + Voigtian p.d.f.(**)  
     (non-relativistic BW convoluted with a Gaussian resolution function with width fixed @ 2MeV)

the fit is performed 8 times trying 4 width values and 2 mass peak values as starting points in 
order to “scan” the signal region of interest in the data. The signal yield is constrained to be >0.

4) Best      among the 8 alternative hypothesis fit is chosen 

(*) Binned not-extended (NegLog)Likelihood fit [MIGRAD only] ; 
for each bin the p.d.f. value estimated by ROOT integration over the bin  
(time consuming but needed : steep signal w.r.t. bin size)

Δχ 2

for each of these fits : the        is calculated with respect to the Null Hypothesis fitΔχ 2

(**) the Voigtian p.d.f. is truncated to correctly account for the kinematic threshold

A      distribution (over the events) is obtained (see next slides)Δχ 2
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GooFit Validation - I
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Toy MC Delta Chi Square Distribution Jumps (Roo-Goo)

check that it provides on GPU a result equivalent to the one obtained by RooFit on CPU

first generate 15k of MC Toy distributions

feed with this common distribution both jobs

      distribution comparison :Δχ 2

Very similar distributions; have a look at their compatibility as shown in next slide
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GooFit Validation - II
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}Δχ 2

Δχ 2

GooFit

RooFit

Pull

Have a look at some single fit comparisons as shown in next slides
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GooFit Validation - III
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GooFit n.1 1.1887e-02±Sig Fract = 1.0020e-14 

0.04784± = 0.06519 Γ

0.00000± = 0.00200 σ

0.01528±Mean = 1.05570 

 =-0.000Χ∆ = 18.23 bkgΧ = 18.23 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.1
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GooFit n.17 3.4134e-02±Sig Fract = 8.3336e-14 

0.05509± = 0.04976 Γ

0.00000± = 0.00200 σ

0.00911±Mean = 1.03770 

 =0.000Χ∆ = 20.85 bkgΧ = 20.85 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.17
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RooFit n.1 0.00340±Mean = 1.03896 

0.01263± = 0.06512 Γ

 = 0.002σ

1.902e-03±fSig = 0.000e+00 

 =0.00Χ∆_bkg = 18.69 Χ_sig = 18.69 Χ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

RooFit n.1
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RooFit n.17 0.00923±Mean = 1.05570 

0.02863± = 0.06529 Γ

 = 0.002σ

2.666e-03±fSig = 2.637e-11 

 =0.00Χ∆_bkg = 20.86 Χ_sig = 20.86 Χ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

RooFit n.17

Examples of no fluctuation in signal region

m(µ+µ -K+K- )-m(µ+µ - )[GeV] m(µ+µ -K+K- )-m(µ+µ - )[GeV]

Δχ 2 ! 0.00 Δχ 2 ! 0.00

Δχ 2 ! 0.00Δχ 2 ! 0.00
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GooFit Validation - IV
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GooFit n.3 7.8082e-03±Sig Fract = 2.5600e-02 

0.01534± = 0.02565 Γ

0.00000± = 0.00200 σ

0.00394±Mean = 1.04780 

 =31.444Χ∆ = 61.56 bkgΧ = 30.12 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.3
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RooFit n.3 0.00377±Mean = 1.04785 
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 = 0.002σ

7.345e-03±fSig = 2.746e-02 

 =31.39Χ∆_bkg = 61.51 Χ_sig = 30.12 Χ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

RooFit n.3
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GooFit n.12 1.2048e-02±Sig Fract = 2.3714e-02 

0.01408± = 0.01712 Γ

0.00000± = 0.00200 σ

0.00476±Mean = 1.05211 

 =28.504Χ∆ = 50.91 bkgΧ = 22.41 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.12
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RooFit n.12 0.00498±Mean = 1.05163 

0.02891± = 0.01551 Γ

 = 0.002σ

8.044e-03±fSig = 2.466e-02 

 =28.48Χ∆_bkg = 50.93 Χ_sig = 22.45 Χ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

RooFit n.12
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Examples of evidence of signal fluctuations

m(µ+µ -K+K- )-m(µ+µ - )[GeV] m(µ+µ -K+K- )-m(µ+µ - )[GeV]

Δχ 2 ! 31.44 Δχ 2 ! 28.50
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GooFit n.99 6.4644e-03±Sig Fract = 2.7289e-02 

0.04755± = 0.06530 Γ

0.00000± = 0.00200 σ

0.01209±Mean = 1.03770 

 =32.549Χ∆ = 61.14 bkgΧ = 28.59 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.99
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GooFit n.110 8.4687e-03±Sig Fract = 3.0265e-02 

0.02152± = 0.03688 Γ

0.00000± = 0.00200 σ

0.01194±Mean = 1.05570 

 =26.915Χ∆ = 54.43 bkgΧ = 27.52 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.110
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RooFit n.99 0.01220±Mean = 1.03770 

0.04707± = 0.06530 Γ

 = 0.002σ

7.060e-03±fSig = 3.011e-02 

 =32.55Χ∆_bkg = 60.84 Χ_sig = 28.29 Χ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

RooFit n.99
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Legend
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RooFit n.110
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GooFit Validation - V Examples of evidence of signal fluctuations
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Part III - Perfomances
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GooFit Performances - I
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Speed Up as a function of number of independent processes per single GPU

5K or 15K MC Toys per process

Each process uses : 
1 exclusively assigned CPU & 1 shared GPU 

Up to nmax=16 concurrent processes 
(nmax=16 fixed by nVidia-MPS)

Sn =
T1

(Tn / n)
,      1≤ n ≤ nmax

T1
Tn

single process time

n concurrent processes time

Speed Up definition

1) perfect scaling with # of process
Comments :

2) Speed Up shows a saturation behaviour. 
  This is expected : a single process works @ ~70% of the GPU computing capability  

           and uses exclusively an assigned (dedicated) CPU 

Getting such Speed Up values means that MPS performs a sort of smart load balancing 17



GooFit Performances - II

Scaling behaviour while running on both GPUs available w.r.t. on single GPU 
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 GPU 2 GPUs

15K MC Toys per process

Each process uses : 1 exclusively assigned CPU & 1 shared GPU 

Up to nmax=16 concurrent processes (nmax=16 fixed by nVidia-MPS)

First (second) group of n processes assigned to 1st GPU (2nd GPU)

Two identical GPUs are available on our server

Comment :  rather perfect scaling
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GooFit vs Proof-Lite performances - I

Proof-Lite Speed Up 

Since we have 32 CPUs on our server, we aim to compare the performances of GooFit 
on 2 GPUs against RooFit on 30 CPUs
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5000 MC Toys 15000 MC Toys

In order to run efficiently 32 RooFit process in parallel we use Proof-Lite[*](1 Master & 
up to 32 Slaves/Workers)

We calculated Proof-Lite performance on this server

2) Speed Up increases perfectly up to 8 
     workers, then shows a saturation behaviour.

Comments :

1) perfect scaling with # of MC Toys per process

Sn =
T1

Tn
,      1≤ n ≤ nmax = 32

T1
Tn

single process time

time of n concurrent slave processes

Speed Up definition

[*] G.Ganis et al., PoS ACAT08 (2008) 007; A.Pompili et al., J. Phys.: Conf. Ser. 396 032043, 2012 19



GooFit vs Proof-Lite performances - II

30 independent processes / workers 
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GooFit Proof-Lite GooFit Extrapolated

1 day
2 days
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We compare the time performances of 30 concurrent processes between  
GooFit (running on 2 GPUs + 30 CPUs) & RooFit (running via Proof-Lite on 30 CPUs)

In the next slide we show the relative Speed Ups 

~4M Toys in 2 Days
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GooFit vs Proof-Lite performances - III

We compare the Speed Up of 30 concurrent processes between  
GooFit (running on 2 GPUs + 30 CPUs) and RooFit (running via Proof-Lite on 30 CPUs)
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GooFit/MPS vs Single GooFit process (1GPU)
RooFit/Proof-Lite (30CPUs) vs Single RooFit process (1CPU)
GooFit/MPS vs RooFit/Proof-Lite (30 CPUs)

Comments :

1)Rather stable Speed Up as a function 
of # of MC Toys (see      ,    )

2)Speed Up between GooFit & RooFit is 
enough stable @ ~45(see   )

Extrapolation with this hardware configuration:  
• ~40M of MC Toys with 20 days (GooFit)  
• ~1M with 20 days (Proof-Lite)
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Example of large Toy MC production 

As an example : we obtained a ~10M Toy MC       distribution in ~5 days (using both GPUs)Δχ 2

Δχ 2
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GooFit n.0 6.6201e-03±Sig Fract = 3.1533e-02 

0.04175± = 0.06530 Γ

0.00000± = 0.00200 σ

0.01188±Mean = 1.03770 

 =40.223Χ∆ = 66.40 bkgΧ = 26.18 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.0
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GooFit n.2 7.0371e-03±Sig Fract = 2.4328e-02 

0.00226± = 0.01000 Γ

0.00000± = 0.00200 σ

0.00299±Mean = 1.04029 

 =41.074Χ∆ = 80.62 bkgΧ = 39.54 sigΧ

Legend
Signal + Bkg Fit
Bkg Only Fit
Toy MC Data

GooFit n.2

22



Conclusion & Outlook

Conclusions

Next steps

Performance comparison among different GPU technologies  
[older : Tesla C2070 & newer : Tesla K40; both available @ Bari Tier2]

Completion of Adriano’s Master Thesis 

Performance comparison :  

- GooFit single process (on GPU) VS RooFit (on CPU): Speed Up ~ 50 

- GooFit/MPS 30 processes on 2 GPUs VS RooFit/Proof-Lite on 30 CPUs : Speed Up ~ 45

In similar applications with no need of integration over the bins, GooFit may gain a 
factor ~5    10 (naive estimation).  
Inclusion of LEE effect may affect the above estimated Speed Up.

÷
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Back Up
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Comparison for different alternative hypothesis fit

The fit in red is our standard choice in the work of this presentation
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When constraining the signal yield to be non-negative the distributions (red & blue) are  
more peaked towards zero w.r.t. the case in which it is allowed to be positive or negative.  
This is consistent with findings of Narsky & Porter (2014) statistics book (ed. WILEY-VCH).
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