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General Introduction and Motivation

Proton-Proton

• low-x (D production)

•high-x (top production, W+jets)

Proton-Lead (if time permits)

• constraining Cold Nuclear Matter effects

Outlook

•PDF `wish-list’
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In the previous lecture, we have studied QCD in electron-positron annihilation, where QCD effects are 
limited to the final state

Now we discuss processes where one or the two initial state particles are hadrons

This requires the introduction of important new QCD concepts, related to the fact that hadrons are not 
fundamental objects but composed by QCD partons: quarks and gluons

The challenge here is how to derive cross-sections with quarks and gluons in the initial state (which 
we now how to compute using Feynman rules) and cross-sections with initial state hadrons

Juan Rojo                                                                                                           University of Oxford, 06/05/2014

This is a problem of paramount importance to make sense of LHC collisions
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The Problem

Image from Juan Rojo
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QCD at the LHC

Drawing by K. Hamilton
Juan Rojo                                                                                                           University of Oxford, 28/04/2014Drawing by Keith Hamilton

The Approach
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QCD at the LHCPDFs ( DGLAP evolution)

Short Distance  
cross section

Hadronisation (PS)

d�̂qq̄!tt̄(Q)

Q0

⇤QCD

Drawing by Keith Hamilton

The Approach



QCD at the LHC
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PDFs ( DGLAP evolution)

Short Distance  
cross section

Hadronisation (PS)

d�̂qq̄!tt̄(Q)

Q0

⇤QCD

Drawing by Keith Hamilton

The Approach

fa/A(x,Q
2
0)

Constrain PDFs by measuring many process dependent cross sections
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Modern PDFs and recommendations
ABM12 
CT14
CJ12
HERA2.0
JR14
MMHT14
NNPDF3.0

arXiv:1310.3059  
arXiv:1506.07443
arXiv:1212.1702  
arXiv:1506.06042
arXiv:1403.1852
arXiv:1412.3989
arXiv:1410.8849

Global analysis
Global analysis
High-x
HERA only
Global analysis
Global analysis
Global analysis (MC errors)
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Figure 8: Comparison of the MC900 PDFs with the sets that enter the combination: CT14, MMHT14
and NNPDF3.0 at NNLO. We show the gluon and the up, anti-down and strange quarks at Q = 100
GeV. Results are normalized to the central value of MC900.
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with qmmht, qct and qnnpdf the corresponding central values of the MMHT14, CT14 and
NNPDF3.0 sets for those specific values of ↵

s

(m2

Z

). We have verified that other possible
ways of constructing these sets (such as di↵erent interpolation options) do not change the
result in any appreciable way.

5.2 The Monte Carlo reduction method: CMC-PDFs

Compressed Monte Carlo PDFs (CMC-PDFs) [113] are determined by using a compression
algorithm, that, starting from a MC prior withN

rep

replicas, determines the set of eN
rep

< N
rep

replicas that most faithfully reproduce the original probability distribution in terms of central
values, variances, higher moments and corrections. Therefore with the CMC-PDFs one ends
up with a Monte Carlo representation of the original MC900 combination but based on a
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Modern PDFs and recommendations
ABM12 
CT14
CJ12
HERA2.0
JR14
MMHT14
NNPDF3.0

Accessible via the LHAPDF6 Interface, see arXiv:1412.7420

arXiv:1310.3059  
arXiv:1506.07443
arXiv:1212.1702  
arXiv:1506.06042
arXiv:1403.1852
arXiv:1412.3989
arXiv:1410.8849

Global analysis
Global analysis
High-x
HERA only
Global analysis
Global analysis
Global analysis (MC errors)

Contains LHCb Electroweak data from Run I - see Ronans talk

PDF4LHC Recommendation  
(arXiv:1510.03865) 
 
MonteCarlo combination of:

NNPDF3.0  
CT14 

MMHT14
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LHCb Kinematics
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  : rapidity 
  : partonic COM 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Credit: S. Farry
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pp ! cc̄

LHCb acceptance, 
mc ' 1.5 GeV
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pp ! cc̄
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Summary of introduction
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LHCb simultaneously sensitive to low- and high-x

Large-x constraints:
- q/g distributions important for NP searches
- interplay with nuclear physics

Low-x constraints:
- study DGLAP/saturation at low-x
- input for atmospheric neutrino flux

Large-x gluon PDFLow-x gluon PDF
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Proton-Proton
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Result of fit - PROSA 
comparison  
 
 
 
Flux prediction
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Figure 1: Mass and log
10

(IP�2) distributions for selected D0! K�⇡+ and D+! K�⇡+⇡+

candidates showing (a) the masses of the D0 candidates, (b) the log
10

(IP�2) distribution of D0

candidates for a mass window of ±16MeV/c2 (approximately ±2�) around the fitted m(K�⇡+)
peak, (c) the masses of the D+ candidates, and (d) the log

10

(IP�2) distribution of D+ candidates
for a mass window of ±11MeV/c2 (approximately ±2�) around the fitted m(K�⇡+⇡+) peak.
Projections of likelihood fits to the full data samples are shown with components as indicated in
the legends.

4

Mass requirement

pp ! D +X
2.0 < yD < 4.5

DpT < 8.0GeV

Measurement performed 
double differentially in: 

d2�D(pT , y)

dpT dy

pT , y

D0

7 TeV measurement - arXiv: 1302.2864 

D production in pp
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D production in pp

]c [GeV/
T

p
0 1 2 3 4 5 6 7 8

)]c
b
/(

G
eV

/
µ

 [
Tp

/d
σ

 d
× 

-m
 1

0

-410

-310

-210

-110

1

10

210  = 7 TeVs
LHCb

GMVFNS intr. charm

GMVFNS

FONLL

LHCb data

 2.0 <y<  2.5, m=0

 2.5 <y<  3.0, m=1

 3.0 <y<  3.5, m=2

 3.5 <y<  4.0, m=3

 4.0 <y<  4.5, m=4

(a)

]c [GeV/
T

p
0 1 2 3 4 5 6 7 8

)]c
b
/(

G
eV

/
µ

 [
Tp

/d
σ

 d
× 

-m
 1

0

-510

-410

-310

-210

-110

1

10

210
 = 7 TeVs

LHCb

GMVFNS

FONLL

LHCb data

 2.0 <y<  2.5, m=0

 2.5 <y<  3.0, m=1

 3.0 <y<  3.5, m=2

 3.5 <y<  4.0, m=3

 4.0 <y<  4.5, m=4

(b)

]c [GeV/
T

p
0 1 2 3 4 5 6 7 8

)]c
b
/(

G
eV

/
µ

 [
Tp

/d
σ

 d
× 

-m
 1

0

-510

-410

-310

-210

-110

1

10

210
 = 7 TeVs

LHCb

GMVFNS

FONLL

LHCb data

 2.0 <y<  2.5, m=0

 2.5 <y<  3.0, m=1

 3.0 <y<  3.5, m=2

 3.5 <y<  4.0, m=3

 4.0 <y<  4.5, m=4

(c)

]c [GeV/
T

p
0 1 2 3 4 5 6 7 8

)]c
b
/(

G
eV

/
µ

 [
Tp

/d
σ

 d
× 

-m
 1

0

-510

-410

-310

-210

-110

1

10

210

 = 7 TeVs
LHCb

GMVFNS

FONLL

LHCb data

 2.0 <y<  2.5, m=0

 2.5 <y<  3.0, m=1

 3.0 <y<  3.5, m=2

 3.5 <y<  4.0, m=3

 4.0 <y<  4.5, m=4

(d)

Figure 4: Di↵erential cross-sections for (a) D0, (b) D+, (c) D⇤+, and (d) D+

s

meson production
compared to theoretical predictions. The cross-sections for di↵erent y regions are shown as
functions of p

T

. The y ranges are shown as separate curves and associated sets of points scaled
by factors 10�m, where the exponent m is shown on the plot with the y range. The error bars
associated with the data points show the sum in quadrature of the statistical and total systematic
uncertainty. The shaded regions show the range of theoretical uncertainties for the GMVFNS
prediction.
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D production in pp
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uncertainty. The shaded regions show the range of theoretical uncertainties for the GMVFNS
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Normalising 7 TeV data
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Results of including data
RG, J. Rojo, L. Rottoli, J. Talbert - arXiv:1506.08025

1) Normalise LHCb differential charm data to high-pt, low-y bin
2) Reweight the 100 replicas based on compatibility with LHCb data  

(here we use the FONLL predictions obtained from public web interface)

http://arxiv.org/abs/1506.08025
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Comparison of HERA+LHCb data
PROSA Collaboration analysis - arXiv:1503.04581
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Similar analysis, earlier 
performed by PROSA. 
 
Differs in approach:

• HERA+LHCb Data PDF fit

• FFS, NF=3

• Normalise to ‘middle’ rapidity 
bin for each pT bin

• HERAfitter framework

Consistent Results! 

http://arxiv.org/abs/1506.08025
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 Charm production: Results 
Ratio between 7 and 13 Tev 

D0 � K��+

•  Data cross-section high wrt to theory but within uncertainties 

•  Small discrepancy at high y (low pt) and low y (high pt) in ratios 

LHCb-PAPER-2015-041 
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New 13 TeV LHCb data already
LHCb 13 TeV analysis - arXiv:1510.01707

pT

High y

Low y

FONLL: Cacciari, Mangano, Nason - arXiv:1507.06197
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In progress RG, J. Rojo, L. Rottoli, S. Sarkar, J. Talbert - arXiv:1511.XXX

prompt neutrino flux background to extraterrestrial neutrinos

nA ! (D ! ⌫lX) + Y

preliminary result

Our result blue!

Using the PDF with LHCb data for astrophysics
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Top at LHCb

t

t̄

W+ ! ff̄ 0

b� jet

W� ! µ�..

b� jetSee talk of Victor Coco - Wednesday morning  

Top measurements proposed - Kagan, Kamenik, Perez, Stone arXiv:1103.3747 
PDF Constraints and SM asymmetry predictions - RG arXiv: 1311.1810, 1409.8631
Observation of forward top quark production - LHCb arXiv: 1506.00903

Approach same as D - reconstruct `one’ of the heavy quarks 



 [GeV] )bµt
~m( 

50 100 150 200 250

) b
µt~

N
 e

ve
nt

s 
(

0

200

400

600

800

1000

1200

1400 -1ttbar, 5/50fb
Wjets
Wbjets
ST, tch
Zbjets
Zjets

)-1 = 14 TeV (5fbs

 > 20, 60 GeV
T

, b pµ

24

Top at LHCb: Potential at 14 TeV

14 TeV

2.0 < ⌘(l, b) < 4.5

pT (l/b) > 20/60 GeV

�R(l±, jet) � 0.5

tt̄ ! l±bX

Cuts slightly different to  
Run I measurement

POWHEG+Pythia8 (NLO+PS), Signal+Background stacked  
b-tagging : 1% mis-tag, 70% efficiency     muon: 75% efficiency  

High statistical precision expected within 1-2 year of data taking

RG arXiv: 1311.1810
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Top at LHCb: Potential at 14 TeV

Only parton-level. So actual measurement more constraining… 
 

Actual fit would need to be performed at lepton+jets level
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Consider impact of a fiducial cross section measurement on gluon PDF

RG arXiv: 1311.1810
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Electroweak+jets

jet

u (d) W ! µ+ (µ�) ..

Al =
d�µ+j/d⌘µ � d�µ�j/d⌘µ
d�µ+j/d⌘µ + d�µ�j/d⌘µ

Motivation: 
probe the large-x u/d content 
 
Cuts on jet increase Q2

, x1, x2

Nuclear corrections & CJ15 PDFs

d/u ratio at high x
of interest for 
nonperturbative
models of nucleon

more flexible 
parametrization

allows finite,
nonzero x = 1 limit

d ! d + b x

c
u

(standard PDF form gives
 0 or     unless           )1 ad2 = au2

0.0 0.2 0.4 0.6 0.8

x
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0.2
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0.8

1.0

d/
u

CJ15

MMHT14

CT14

JR14

scalar
diquarks

helicity
dominance

SU(6)

MMHT14: fitted deuteron correction,
                “standard” d parametrization

CT14:  flexible d parametrization,
           no nuclear corrections

JR14:  similar deuteron correction,
          no lepton/W asymmetry data

(T=10)
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Melnitchouk - QCD@LHC15

Alekhin, Blumlein, Moch, Placakyte - 1508.07923

CMS at 8 TeV
arXiv:1403.7366

this work
ABM12
CT14
CT10
MMHT
NN30

σt(t-ch.)
40 45 50 55 60

CMS at 8 TeV
arXiv:1403.7366

this work
ABM12
CT14
CT10
MMHT
NN30

σt (t-ch.)   -

15 20 25 30

FIG. 12: Same as Fig. 11 for pp collision at
√
s = 8 TeV in comparison to CMS data [16].

ATLAS at 7 TeV
arXiv:1406.7844

this work
ABM12
CT14
CT10
MMHT
NN30

Rt = σt/σt (t-ch.)              -
1.6 1.8 2 2.2

CMS at 8 TeV
arXiv:1403.7366

this work
ABM12
CT14
CT10
MMHT
NN30

Rt = σt/σt (t-ch.)              -
1.4 1.6 1.8 2 2.2

FIG. 13: Same as in Fig. 11 for the ratio of cross sections Rt = σt/σt̄ in comparison to ATLAS data [15] at√
s = 7 TeV (left) and to CMS data [16] at

√
s = 8 TeV (right).
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Electroweak+jets

�R(l±, jet) � 0.5

2.0 < ⌘(l, j) < 4.5

• PDF uncertainty

• Scale Uncertainty

• Fixed-Order

• LHCb `stat uncertainty’

pT (l/j) > 20/80 GeV

S. Farry, RG - 1505.01399

Study the impact on NNPDF3.0
Relative improvement in d PDF
Different stat./sys. assumptions
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Sensitivity to high-x nuclear corrections

Modelling the binding in Deuteron
Min : WJC1 - see arXiv:0802.1552 [nucl-th]
Max : CD-Bonn - see arXiv:0006014 [nucl-th] 
(extracted from N-N scattering < 350 MeV)  

Approach of CT-JLAB (1212.1702), fit proton + deutron DIS 
 

neutron DIS: more data at high-x + higher-twist corrections

Plot of A(CJ12)- A(NNPDF) 
 
Note, Red vs. Black points 
(nuclear corrections)

At high     , can distinguish 
between CJ12min/max

⌘

S. Farry, RG - 1505.01399
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p-Pb collisions
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Is the distribution of partons the same in bound and free nuclei?

f

A
i (x, µ2

F ) = R

A
i (x, µ

2
F )⌦ f

free
i (x, µ2

F )

Nuclear modification of PDFs,  
extracted from data! e.g.: 
 
nCTEQ15 - arXiv 1509.00792  
EPS09 - arXiv 0902.4154  
DSSZ - arXiv 1112.6324  
HKN07 - arXiv 0709.3038   0.2

0.6

1.0

1.5

10-3 10-2 10-1 1

ya

ye

xa xe

y0 shadowing

antishadowing

EMC-
effect

Fermi-
motion

Figure 1: An illustration of the fit function RA
i (x) and the role of the parameters xa, xe, y0,

ya, and ye.

2.3 Experimental input and cross-sections

The main body of the data in our analysis consists of ℓ + A DIS measurements. We
also utilize the DY dilepton production data from fixed target p+A collisions at Fermi-
lab and inclusive neutral-pion production data measured in d+Au and p+p collisions
at RHIC1. Table 1 lists the sets included in our analysis and Fig. 2 displays their
kinematical reach in the (x, Q2)-plane. We will use the following notation:

RA
DIS(x, Q2) ≡

1
AdσlA

DIS/dQ2dx
1
2dσld

DIS/dQ2dx
, RA

F2
(x, Q2) ≡

F A
2 (x, Q2)

F d
2 (x, Q2)

RA
DY(x1,2, M

2) ≡
1
AdσpA

DY/dM2dx1,2

1
2dσpd

DY/dM2dx1,2

(6)

Rπ
dAu ≡

1

⟨Ncoll⟩
d2NdAu

π /dpTdy

d2Npp
π /dpT dy

min.bias
=

1
2Ad2σdAu

π /dpT dy

d2σpp
π /dpTdy

.

The kinematical variables in DIS are the Bjorken-x and the virtuality of the photon Q2.
In DY M2 denotes the invariant mass of the lepton pair, and x1,2 ≡

√

M2/s e±y where
y is the pair rapidity. The inclusive pion production is characterized by the transverse
momentum pT and rapidity y of the outgoing pion. The average number of binary
nucleon-nucleon collisions (in the centrality class studied) is denoted by ⟨Ncoll⟩. In
this analysis we only consider minimum bias data, and do not focus on the transverse
coordinate dependence of the nPDFs. The kinematical cuts we impose on the data are
M2, Q2 ≥ 1.69 GeV2 for DIS and DY, and pT ≥ 1.7 GeV for inclusive pion production.

All cross-sections are calculated in the collinear factorization formalism folding the

1In contrast to our previous analysis [4], we do not include the BRAHMS forward rapidity charged
hadron d+Au data here. These data will be separately discussed in Sec. 4.

4

p-Pb collisions
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Is the distribution of partons the same in bound and free nuclei?
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Nuclear modification of PDFs,  
extracted from data! e.g.: 
 
nCTEQ15 - arXiv 1509.00792  
EPS09 - arXiv 0902.4154  
DSSZ - arXiv 1112.6324  
HKN07 - arXiv 0709.3038  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Figure 21: Comparison of the nCTEQ15 fit (blue) with results from other groups: EPS09 [12] (green), DSSZ [11]
(orange), HKN07 [14] (red). The left panel shows nuclear modification factors for lead, and the right panel the

actual PDFs of a proton bound in lead. The scale is Q = 2 GeV.

will revisit this point later when we compare our result
to the other nPDF groups.)

Comparing the cos� with the ��2
e↵ plot, there is no

big surprise; the same experiments are important in con-
straining the u

v

and d
v

PDFs according to both metrics.
As already mentioned, we see that the DIS experiments
are primarily driving the fit of the valence PDFs. The
DY and pion data have a relatively small influence on
these PDFs.

E. Comparison with di↵erent global analyses

We now compare our nCTEQ15 PDFs with other recent
nuclear parton distributions in the literature. Specif-
ically, we will consider DSSZ [11], EPS09 [12], and
HKN07 [14]. Our data set selection and technical as-
pects of our analysis are closest to that of EPS09. In
Figs. 21 and 22, we plot nuclear modifications for the

PDFs of a proton bound in lead, fp/Pb/fp (left), as well
as the bound proton PDFs themselves, fp/Pb (right), for
di↵erent flavors for a selection of Q scales.
For the ū and d̄ PDFs at Q = 2 GeV, nCTEQ15 has

significant overlap with the other sets through much of
the x range with a stronger shadowing suppression at
small x. Our results at x < 10�2 are extrapolated since
they are not constrained by data due to the cut Q > 2
GeV which was imposed in order to reduce higher twist
contributions. Therefore, it is likely that the uncertainty
band at x < 10�2 underestimates the true PDF uncer-
tainties. While this trend repeats itself for the strange
quark PDF, the spread at small x is increased.19 In fact,
at Q = 2 GeV the small-x behavior of the strange PDF

19 In this analysis the s-quark nuclear e↵ects are completely deter-
mined by the ū and d̄ nuclear PDFs and by the gluon nuclear
PDF through evolution. Due to these constraints the error of

Q = 2GeV
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p-Pb collisions
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sponding J/ measurement. One therefore naively ex-
pects that di↵erential R

fb

measurements of D hadrons
will have improved precision as compared to the J/ [10]
counter-part.
In this letter NLO+LL predictions are provided for

double di↵erential D production within the LHCb fidu-
cial region for both forward and backward pPb collisions
at 5.02 TeV. Throughout, CNM e↵ects are incorporated
via EPS09 nPDF modifications [13]. Finally, di↵erential
predictions for the observable R

fb

are also provided.

HEAVY-QUARK PRELIMINARIES

The centrality integrated cross-section for heavy-quark
pair production in pA collisions can be computed by ap-
plying the standard factorisation formula as

�

pA!QQ̄

= A

X

i,j

Z
dx

i,j

f

i/p

(x
i

, µ

2
F

)Rnuc
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ij!QQ̄X

�
ŝ, µ

2
F

, µ

2
R

,↵

s

(µ2
R

),m
Q

�
+ ...

(2)
where the ellipses denote non-factorisable corrections
which are neglected in this approximation. This di↵ers
from the corresponding cross section in pp collisions by
the introduction of the term R

nuc
j/A

⌦ f

j/B

(x
j

, µ

2
F

), which

represents a flavour and mass number (A) dependent nu-
clear modification factor to the parton distribution func-
tions of the colliding nucleon, and a linear scaling of the
cross section with A.
Throughout this work, the EPS09 nPDF modifications

are adopted as a baseline. These modification parame-
ters, which are applied to free proton or neutron PDFs,
are provided in a Hessian basis which allows the un-
certainties from the global EPS09 analysis to be prop-
agated to observables. The colliding Pb atom will also
be approximated to be wholly constituted of protons,
which is reasonable for the QCD production of heavy-
quarks which is insensitive to the flavour of high-x va-
lence quarks.
It is worth commenting that although the EPS09

nPDFs have been extracted using CTEQ6.1M PDFs [28],
the application of these nPDFs to other input proton
PDFs has been shown to have little to no impact on pPb
to pp cross section ratio observables such as R

pPb [12].
Checks with the LO nPDF modifications applied to
NNPDF3.0 LO [29] and cteq6l1 [30] proton PDFs in-
dicate this is also true for R

fb

. As a baseline PDF
set, the EPS09 nPDFs are applied to the proton VFNS
NNPDF3.0LHCb NLO PDF set with ↵

s

(m
Z

) = 0.118
from [25]. This PDF set was obtained by including
7 TeV LHCb D

± and D

0 data [26] into the NNPDF3.0
global data set via the standard Bayesian reweighting
technique [31, 32]. This PDF set has the advantage of
an improved description of the behaviour of the gluon

PDF at low-x, and is also provided in the same scheme
as the nPDFs. All PDFs are accessed via the LHAPDF6
interface [33].

The heavy-quark predictions are computed at NLO
using the massive calculation [34] implemented in
POWHEG-BOX [35]. This calculation is performed in
a fixed-flavour scheme (FFS), where the heavy-quark
flavour is considered massive, and not included as a de-
gree of freedom in the running of ↵

s

or in the PDFs.
To consistently convolute this calculation with the five-
flavour PDFs and nuclear corrections, it is necessary to
perform a change of renormalisation scheme as explained
in [21]. For charm production, it is necessary to add the
following corrections factors in the region µ

2
> m

2
b

��̂(0)
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where �̂(0)
ij

represents the Born contribution. The first
term accounts for the change in the running of ↵

s

with
n

f

+ 2 active flavours, and the second term accounts for
both ↵

s

modifications and the depletion of the gluon PDF
due to g ! QQ̄ splittings above charm and bottom quark
mass thresholds. In the kinematic region m

c

< µ

2
< m

2
b

,
only the correction factors for one flavour are neces-
sary. Predictions provided in this way are consistent
with those obtained in a FFS to sub-leading terms of
O(↵4

s

)2. This calculation is then subsequently interfaced
to Pythia8 [37, 38] using the POWHEG method [39–
41], and the default Pythia8 Monash 2013 tune [42] is
used throughout. The hadronisation of heavy-quarks in
this set-up is described by a non-perturbative model for
which the modelling parameters have been tuned to LEP
data. The predictions of D hadrons in this work is there-
fore accurate at NLO+LL accuracy, due to the collinear
resummation in the parton shower.

When providing predictions for observables, the follow-
ing sources of theoretical uncertainty will be considered:
charm mass, nPDFs, proton PDFs, and missing higher-
order corrections. The charm quark pole mass is taken
to be m

c

= (1.5 ± 0.2) GeV and the corresponding un-
certainty is found by taking the envelope of predictions
found with the variation �m

c

= 0.2 GeV. The nPDF
uncertainty is found by computing the asymmetric 1�
CL from the eigenvectors basis, after scaling the eigen-
vector deviations down by 1.645. The PDF uncertainty
is found by computing the 1� CL from the replica set.
A scale uncertainty, due to missing higher-order correc-
tions, is evaluated by varying factorisation and renormal-

2
These corrections were already implemented for similar predic-

tions provided in other work [36]
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Forward D predictions for pPb collisions, and sensitivity to cold nuclear matter e↵ects

Rhorry Gauld1, ⇤

1Institute for Particle Physics Phenomenology, University of Durham, DH1 3LE Durham, United Kingdom
(Dated: August 30, 2015)

Predictions are provided for double di↵erential cross sections and forward-backward ratios of
D

0 production in pPb (forward) and Pbp (backward) collisions at 5.02 TeV. The e↵ect of nuclear
corrections on the ratio of di↵erential cross sections ratios is estimated to be ' (10-30)% in the
kinematically accessible region of LHCb, and interestingly this ratio is approximately flat with
respect to pT (D

0) due to a compensation of shadowing and anti-shadowing e↵ects arising from the
input nuclear PDFs. In comparison to J/ measurements which have already been performed with
the available data, the cross section for D

0 production is expected to be two-orders of magnitude
higher.

INTRODUCTION

Measurements of D hadron production in Pb-Pb [1]
and Au-Au [2] collisions show evidence for the suppres-
sion of the di↵erential D cross section as compared to
references pp collisions. This suppression can be success-
fully described by in-medium energy loss e↵ects expected
in the presence of a Quark-Gluon Plasma [3–7]. However,
a suppression of D production in heavy ion collisions is
also expected in the absence of a hot nuclear medium
due to cold nuclear matter (CNM) e↵ects [8] alone. Such
e↵ects arise as the colliding constituent nucleons of the
heavy ion are not free. To interpret the suppression of
D production in heavy ion collisions due to hot medium
e↵ects, it is necessary to first quantify the size of CNM
e↵ects with independent measurements. One way of dis-
entangling these e↵ects is to perform measurements in
pA collisions, where only CNM e↵ects are expected to be
present.
Measurements of J/ production in pPb collisions at

5.02 TeV, which are subject to these CNM e↵ects, have
been performed by both ALICE and LHCb collabora-
tions [9, 10]. In both cases, di↵erential measurements of
the ratio of J/ production in pPb (forward) and Pbp
(backward) collisions in the nucleon-nucleon centre-of-
mass (COM) frame are presented, an observable defined
as

dR

fb

dx

⌘ d�

pPb(x)

dx

,
d�

Pbp(x)

dx

. (1)

This observable is measured with respect to the J/ 

transverse momentum (p
T

) and rapidity (y), and a size-
able suppression is observed by both collaborations. The
data has also been compared to LO and NLO predic-
tions which incorporate CNM e↵ects through a nuclear
modification of the free proton and neutron parton distri-
bution functions (PDFs). The NLO predictions [11, 12],
which describe both p

T

and y distributions, incorporate
the NLO EPS09 nuclear PDF (nPDF) modifications [13]
and provide a reasonable description of the data — in
particular the calculation based on a parton energy loss

model [11]. Although this indicates that nPDFs describe
the dominant CNM e↵ect, it is unclear whether addi-
tional CNM e↵ects (such as parton energy loss or al-
tered heavy-quark fragmentation functions [14]) are also
required to describe the data. Given that the size of
CNM e↵ects in pPb lead collisions are important for the
interpretation of the observed D (and J/ [15]) suppres-
sion in Pb-Pb collisions, they should be validated with
measurements of other final states in a similar kinematic
regime 1.

It has previously been shown that pQCD predic-
tions [16–25] provide a satisfactory description of the for-
ward D production as presented by the LHCb collabora-
tion for 7 TeV pp collisions [26]. In recent work [24, 25], it
then been demonstrated how the inclusion of this data in
a global QCD analysis of the proton provides substantial
improvement in the description of the low-x gluon PDF.
The main point being that, forward D production at low-
p

T

provides sensitivity to incoming partons at moderate
(low) values of Bjoerken-x1,(2) ' 2 ·10�2(5 ·10�5), where
x1,(2) is the fraction of momentum carried by the con-
stituent parton of the forward (backward) travelling pro-
ton. Therefore, measurements of D production probe a
similar kinematic regime to J/ production, albeit with
slightly larger average values for x1, x2, and Q

2.

As the ratio of D0 [26] (D0 will refer to the sum of D0

and D

0
mesons) and J/ [27] production cross sections

measured within the LHCb fiducial region in pp colli-
sions at 7 TeV is approximately 100, and even larger for
moderate p

T

values, a significant improvement in the sta-
tistical precision of di↵erential R

fb

measurements in pPb
collisions can be expected for D hadrons as compared to
J/ . Furthermore, the relative systematic uncertainty
of the double di↵erential D0 measurements performed in
pp collisions is slightly smaller than those for the corre-

1
The ALICE collaboration has presented a measurement of the

rate of D production in pPb collisions in the central region [2].

As compared to a pp reference, these results are consistent with

unity within large uncertainties of about (15-20)%.

pPb

Z
Ldt = 1.1nb�1

Pbp

Z
Ldt = 0.5nb�1

D-hadron predictions for LHCb

RG - 1508.07629RG - 1508.07629
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Fig. 3: (Color online) Centrality integrated inclusive J/ψ RAA measured in Pb-Pb collisions at
√sNN = 2.76 TeV

as a function of rapidity for two pt ranges. The open boxes contain the total systematic uncertainties except the
ones on the integrated luminosity in the pp reference and on the TAA, i.e. 5.2% (8.3%) for the ALICE (CMS [11])
data. The two models [22, 23] predict the RAA due only to shadowing effects for nDSg (shaded areas) and EPS09
(lines) nPDF respectively.

The rapidity dependence of the J/ψ RAA is presented in Fig. 3 for two pt domains, pt ≥ 0 and pt ≥
3 GeV/c. The J/ψ reference cross sections in pp collisions 3 and the RAA total systematic uncertain-
ties, indicated as open boxes in the figure, were evaluated in the same kinematic range. Our results
are shown together with a measurement from CMS [11] of the inclusive J/ψ RAA in the rapidity range
1.6 < |y| < 2.4 with pt ≥ 3 GeV/c. No significant rapidity dependence can be seen in the J/ψ RAA for
pt ≥ 0. For pt ≥ 3 GeV/c, a decrease of RAA is observed with increasing rapidity reaching a value of
0.289±0.061(stat.)±0.078(syst.) for 3.25 < y< 4. At LHC energies, J/ψ nuclear absorption is likely
to be negligible and the modification of the gluon distribution function is dominated by shadowing ef-
fects [24]. An estimate of shadowing effects is shown in Fig. 3 within the Color Singlet Model at Leading
Order [22] and the Color Evaporation Model at Next to Leading Order [23]. The shadowing is respec-
tively calculated with the nDSg and the EPS09 parametrizations [23] of the nuclear Parton Distribution
Function (nPDF). For nDSg (EPS09) the upper and lower limits correspond to the uncertainty in the fac-
torization scale (uncertainty of the nPDF). The effect of shadowing shows no dependence with rapidity
and its overall amount is reduced by the addition of a transverse momentum cut. At most, shadowing
effects are expected to lower the RAA from 1 to 0.7. Recent Color Glass Condensate (CGC) calculations
for LHC energies may indicate a larger initial state suppression (RAA ≈ 0.5) [25]. However, any J/ψ
suppression due to initial state effects, CGC or shadowing, will be stronger at lower pt contrary to the

3We report here σppJ/ψ (pt ≥ 3GeV/c, 2.5 < y ≤ 3.25) = 0.34± 0.03(stat.)± 0.03(syst.)± 0.02(lumi.) µb and σppJ/ψ (pt ≥
3GeV/c, 3.25 < y< 4) = 0.50±0.04(stat.)±0.04(syst.)±0.02(lumi.) µb that can not directly be extracted from [12].

Measurements of          suppression  
in Pb-Pb vs. reference pp collisions
ALICE arXiv:1202.1383  
 
A suppression beyond nuclear  
shadowing observed  
 
Interpreted otherwise as  QGP 
Matsui, Satz Phys. Lett., B178(416),1986

J/ 
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for LHC energies may indicate a larger initial state suppression (RAA ≈ 0.5) [25]. However, any J/ψ
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Figure 6: Forward-backward production ratio RFB as a function of |y| for (a) prompt J/ mesons
and (b) J/ from b, together with the theoretical predictions from (yellow dashed line and brown
band) Refs. [2, 42], (blue band) Ref. [3], and (green solid and blue dash-dotted lines) Ref. [4].
The inner error bars (delimited by the horizontal lines) show the statistical uncertainties; the
outer ones show the statistical and systematic uncertainties added in quadrature.
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Figure 7: Forward-backward production ratio RFB for (black dot) prompt J/ mesons and (red
square) J/ from b as a function of p

T

in the rapidity range 2.5 < |y| < 4.0. The theoretical
predictions from (blue band) Ref. [3] and (green solid and blue dash-dotted lines) Ref. [5] are
for prompt J/ mesons. The inner error bars (delimited by the horizontal lines) show the
statistical uncertainties; the outer ones show the statistical and systematic uncertainties added
in quadrature.

matter e↵ects are less pronounced for J/ mesons from b-hadron decays, hence for b
hadrons, than for prompt J/ mesons. These results show good agreement with the
available theoretical predictions and provide useful constraints to the parameterisation
of theoretical models. The measured nuclear modification factor for prompt J/ mesons
shows that it is necessary to include cold nuclear matter e↵ects in the interpretation of
quark-gluon plasma signatures in heavy-ion collisions. The results for inclusive J/ mesons
are in agreement with those presented by the ALICE collaboration [43].

11

LHCb forward          measurement Pb-p  
 
Indicate NLO EPS09 nPDFs alone 
underestimate the suppression  
 
Need more data to constrain the nPDFs

J/ 
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PDF wishlist

Thanks for your attention!

Measurement recommendations for PDF constraints at LHCb

Rhorry Gauld1, ∗

1Institute for Particle Physics Phenomenology, University of Durham, DH1 3LE Durham, United Kingdom
(Dated: November 2, 2015)

Below I make a table of important measurements for LHCb to provide. Focus on those unique to
LHCb, which give sensitivity in regions beyond the reach of current experiments.

High-x

1. W+jets asymmetry - u/d ratio

2. W+charm - strange

3. Top production - u/d ratio and gluon

4. High invariant mass quark-pairs (charm/beauty)

5. Differential di-jets?

Low-x

1. Charm, Bottom inclusive measurements

2. Low-mass drell-yan

Pbp

1. Charm, Bottom low-pT

2. Low-mass drell-yan

process measurement type x1 x2 sensitivity

pp collisions

W±-jets Lepton asymmetry / cross-section large moderate u/d

W±c-jets Lepton asymmetry / cross-section large moderate s/s̄

tt̄ cross-section large moderate g

t/t̄ Asymmetry large moderate u/d

dijets cross-section large moderate g

QQ̄ cross-section (large mQQ) large moderate g

D/B Ratio (13/7) / cross-section moderate low g

Drell-Yan (low mll) cross-section moderate low q/q̄

pPb collisions

D/B RFB / cross-section moderate low RPb
g

Drell-Yan (low mll) RFB /cross-section moderate low RPb
q/q̄

Have not considered Onia+CEP production... someone better qualified should comment on this.

TABLE I: Rhorry’s measurement suggestions.

∗ Electronic address: rhorry.gauld@durham.ac.uk
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Fitting era of the LHC
L = LSM + L(6) ; L(6) =

X

i

CiQi

E

MPL

EW

⇤QCD

LHC

?

?

⌫

u, d, s e, µ

c, b ⌧

t W,Z, h

⇤NP

1 : X3

QG fABCGAν
µ GBρ

ν GCµ
ρ

QG̃ fABCG̃Aν
µ GBρ

ν GCµ
ρ

QW ϵIJKW Iν
µ W Jρ

ν WKµ
ρ

Q
W̃

ϵIJKW̃ Iν
µ W Jρ

ν WKµ
ρ

2 : H6

QH (H†H)3

3 : H4D2

QH✷ (H†H)✷(H†H)

QHD

(
H†DµH

)∗ (
H†DµH

)

5 : ψ2H3 + h.c.

QeH (H†H)(l̄perH)

QuH (H†H)(q̄purH̃)

QdH (H†H)(q̄pdrH)

4 : X2H2

QHG H†HGA
µνG

Aµν

QHG̃ H†H G̃A
µνG

Aµν

QHW H†HW I
µνW

Iµν

Q
HW̃

H†H W̃ I
µνW

Iµν

QHB H†H BµνBµν

QHB̃ H†H B̃µνBµν

QHWB H†τIH W I
µνB

µν

Q
HW̃B

H†τIH W̃ I
µνB

µν

6 : ψ2XH + h.c.

QeW (l̄pσµνer)τIHW I
µν

QeB (l̄pσµνer)HBµν

QuG (q̄pσµνTAur)H̃ GA
µν

QuW (q̄pσµνur)τIH̃ W I
µν

QuB (q̄pσµνur)H̃ Bµν

QdG (q̄pσµνTAdr)H GA
µν

QdW (q̄pσµνdr)τIH W I
µν

QdB (q̄pσµνdr)H Bµν

7 : ψ2H2D

Q(1)
Hl (H†i

←→
D µH)(l̄pγµlr)

Q(3)
Hl (H†i

←→
D I

µH)(l̄pτIγµlr)

QHe (H†i
←→
D µH)(ēpγµer)

Q(1)
Hq (H†i

←→
D µH)(q̄pγµqr)

Q(3)
Hq (H†i

←→
D I

µH)(q̄pτIγµqr)

QHu (H†i
←→
D µH)(ūpγµur)

QHd (H†i
←→
D µH)(d̄pγµdr)

QHud + h.c. i(H̃†DµH)(ūpγµdr)

8 : (L̄L)(L̄L)

Qll (l̄pγµlr)(l̄sγµlt)

Q(1)
qq (q̄pγµqr)(q̄sγµqt)

Q(3)
qq (q̄pγµτIqr)(q̄sγµτIqt)

Q(1)
lq (l̄pγµlr)(q̄sγµqt)

Q(3)
lq (l̄pγµτI lr)(q̄sγµτIqt)

8 : (R̄R)(R̄R)

Qee (ēpγµer)(ēsγµet)

Quu (ūpγµur)(ūsγµut)

Qdd (d̄pγµdr)(d̄sγµdt)

Qeu (ēpγµer)(ūsγµut)

Qed (ēpγµer)(d̄sγµdt)

Q(1)
ud (ūpγµur)(d̄sγµdt)

Q(8)
ud (ūpγµTAur)(d̄sγµTAdt)

8 : (L̄L)(R̄R)

Qle (l̄pγµlr)(ēsγµet)

Qlu (l̄pγµlr)(ūsγµut)

Qld (l̄pγµlr)(d̄sγµdt)

Qqe (q̄pγµqr)(ēsγµet)

Q(1)
qu (q̄pγµqr)(ūsγµut)

Q(8)
qu (q̄pγµTAqr)(ūsγµTAut)

Q(1)
qd (q̄pγµqr)(d̄sγµdt)

Q(8)
qd (q̄pγµTAqr)(d̄sγµTAdt)

8 : (L̄R)(R̄L) + h.c.

Qledq (l̄jper)(d̄sqtj)

8 : (L̄R)(L̄R) + h.c.

Q(1)
quqd (q̄jpur)ϵjk(q̄ks dt)

Q(8)
quqd (q̄jpT

Aur)ϵjk(q̄ksT
Adt)

Q(1)
lequ (l̄jper)ϵjk(q̄

k
sut)

Q(3)
lequ (l̄jpσµνer)ϵjk(q̄

k
sσ

µνut)

Table 1. The 59 independent dimension-six operators built from Standard Model fields which conserve
baryon number, as given in Ref. [14]. The operators are divided into eight classes: X3, H6, etc.
Operators with +h.c. in the table heading also have hermitian conjugates, as does the ψ2H2D operator
QHud. The subscripts p, r, s, t are flavor indices, The notation is described in [10].

– 27 –
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Taking a bottom-up approach… 

Motivation:  interpret Higgs couplings measurements in a robust framework 
see - Progress in Higgs Effective Field Theories (Higgs Couplings 2015), M. Trott

Fitting era of the LHC

h

b

b

t

t

h

b

b

t

t

Figure 1. one-loop contributions of Class 8 operators to hb̄ b. The right hand diagram indicates if
the two fermions enclosed in the loop are in a singlet part of the operator, or not. The corresponding
diagrams for h→ τ τ̄ are identical.

which only affects the complex scalar Wilson coefficients. In addition, we follow the notation

of [16] by introducing

Cϵ =

(
4πµ2

m2
t
e−γE

)ϵ

, C̃ϵ =
(
4π2e−γE

)ϵ
. (4.9)

We can now write the result for the bare h→ bb̄ matrix element as

CL,(1),bare
4,b =

1

vT

Cϵ

ϵ

[

4mb

(
3m2

b −
m2

H

2

)(
C(1)
qb + cF,3C

(8)
qb

)
+ 2mτ

(
3m2

τ −
m2

H

2

)
Clτbq

−mt

(
3m2

t −
m2

H

2

)(
(2Nc + 1)C(1)∗

qtqb + cF,3C
(8)∗
qtqb

)]

+CL,(1),fin
4,b , (4.10)

CL,(1),fin
4,b =

1

vT

[

mb

(
m2

H − 2m2
b − 2(m2

H − 4m2
b)B̂0(m

2
H ,m2

b ,m
2
b)
)(

C(1)
qb + cF,3C

(8)
qb

)

−mτ

(
2m2

τ − (m2
H − 4m2

τ )B̂0(m
2
H ,m2

τ ,m
2
τ )
)
Clτbq

− 2mt

(
2m2

t − (m2
H − 4m2

t )B̂0(m
2
H ,m2

t ,m
2
t )
)(

(2Nc + 1)C(1)∗
qtqb + cF,3C

(8)∗
qtqb

)]

.

(4.11)

Similarly, the result for the bare h→ τ τ̄ matrix element is

CL,(1),bare
4,τ =

1

vT

Cϵ

ϵ

[

4mτ

(
3m2

τ −
m2

H

2

)
Cle − 2Ncmb

(
3m2

b −
m2

H

2

)
C∗
lτbq

+ 2Ncmt

(
3m2

t −
m2

H

2

)
C(1)∗
lτqt

]

+ CL,(1),fin
4,τ , (4.12)

CL,(1),fin
4,τ =

1

vT

[

mτ

(
m2

H − 2m2
τ − 2(m2

H − 4m2
τ )B̂0(m

2
H ,m2

τ ,m
2
τ )
)
Clτ

– 11 –

h ! bb̄

O(m3
t )

Q(1,8)
qtqb = (q̄jT 1,At)✏jk(q̄

kT 1,Ab)
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g
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Figure 1. one-loop contributions of Class 8 operators to hb̄ b. The right hand diagram indicates if
the two fermions enclosed in the loop are in a singlet part of the operator, or not. The corresponding
diagrams for h→ τ τ̄ are identical.

which only affects the complex scalar Wilson coefficients. In addition, we follow the notation
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LHCb already `measured’ the 
differential b-quark pair cross-section 

dAFB

dMbb̄
=

d�asym./dMbb̄

d�sym./dMbb̄

LHCb data arXiv:1406.4789

Take for example, 
 
 

at one-loop in the SMEFT 
Receives            corrections from 



13 TeV D data from LHCb

15 

 Charm production: Results 
Ratio between 7 and 13 Tev 

D0 � K��+

•  Data cross-section high wrt to theory but within uncertainties 

•  Small discrepancy at high y (low pt) and low y (high pt) in ratios 

LHCb-PAPER-2015-041 
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1) POWHEG+NNPDF3.0 reweighted with LHCb 7 TeV data (NLO+LLcoll.) 1506.08025
2) FONLL+NNPDF3.0 (without reweighting), Cacciarai, Mangano, Nason 1507.06197
3) GMVFNS - Kniehl et al.  EPJC 72 (2012) 2082

See talk from M. Needham - Heavy Flavour parallel QCD@LHC 2015
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x1
x2

p-Pb probe shadowing (low-x) 

Pb-p probe anti-shadowing (x~0.05) 
 
Rfb simultaneously sensitive to 
these effects 
 
Increasing D pT gains sensitivity to 
anti-shadowing regime!


