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• TE-MSC-MNC feedback on MPE work 
(J Bauche/A Newborough)

• SMACC (LHC)

• General Scope – MPE involvement ElQA

• Some specific points

• Simplification of workflow

• Working time

• What worked well ?

• What went wrong ? What could have been better ?

What is relevant in the LS2 perspective ?

• Conclusions
* Some activities are not mentioned due to lack of time
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TE/MSC/MNC feedback on MPE work 
(valid in the general context, not only for LS1) [1/2]

• What was your group’s contribution to MPE work? and the other way round?

• Injectors: as users, MNC provides feedback on the operation of the interlock system to MPE.

• See examples of mutual contribution between MPE and MNC below

• What was the impact of MPE work on your own activities?

• The deployment of the WIC system is a major improvement w.r.t. the old systems very helpful for MNC 
interventions:

• Better resolution of the faults monitoring, usually on individual magnets. This helps localising the problem in 
particular for magnets connected in series covering long distances (e.g. SPS) and preparing accordingly 
access to the equipment for intervention

• Provides additional functionalities, like a post-mortem of the faults (magnet, interlock system itself, and power 
converters) and the remote accessibility, which is extremely helpful for performing a quick and efficient 
diagnostic

• We fully support the deployment of the WIC in all machines! 

• What were the interfaces (material, personnel…) with MPE work? Please define limits of 
responsibilities.

• Limit of responsibilities is physical: the interlock box installed on the magnets. 

• MNC defines, procures and installs the protection devices (thermo-switches, flow-switches)

• In most cases MPE supplies the interlock boxes to MNC; MNC installs the boxes on the magnets, connects 
the protection devices, and performs the tests of the system (triggering of thermo-switches/flow-switches, 
continuity test, 500 V insulation test).  Where permitting the installation of the interlock box can be made by 
MPE for example when there is an intermediate interface between the sensors and the interlock box (e.g. in 
PSB).

• MPE takes care of any element of the interlock system which is after the interlock box, i.e. cabling, PLCs, etc.
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TE/MSC/MNC feedback on MPE work 
(valid in the general context, not only for LS1) [2/2]

• What worked well?

• Excellent collaboration between MPE and MSC/MNC teams! MPE has always been 
open to MNC feedback, and is always willing to improve the efficiency of the interlock 
system. Examples:

• Following a long intervention in the SPS in 2012 on the ring-line sextupole interlocks (both 
MNC and MPE), MPE has immediately prepared a crash consolidation program to deploy the 
WIC system which they got approved and have implemented during LS1, in addition to their 
already planned work

• In HIE-ISOLDE, following a demand from MNC, MPE added a functionality to the WIC: global 
locking of the converters to the presence of cooling water in the distribution circuit (EN/CV did 
not want to provide a “pumps running” signal)

• What went wrong?

• In the case of the PSB the long time between initiating the upgrade (2008) and the 
installation of the WIC system (LS1) lead to some issues with communication and 
planning.   

• Again PSB, as ECR’s were not completed by many groups (incl. MPE) there were a 
few integration conflicts for the new interlock boxes which meant work had to be 
performed twice.

• What can be changed? What can be improved? What can be kept for LS2?

• All of the injectors and experimental areas would benefit from the WIC. For the North 
and East Experimental Areas, this should be part of the consolidation projects.

J Bauche / A Newborough



Design of the consolidated splices
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Consolidated electrical insulation system

Consolidated dipole magnets bus splice

4 top shunts

4 bottom shunts (2 not visible)

Lison Bernet, http://lhc-france.fr27 000 shunts

5 000 insulation boxes

http://lhc-france.fr/
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SMACC workflow

• 3 systematic hold points for 

ElQA

Ad-hoc stops could be

implemented in case of NC

• Tests performed regularly 

daily → (bi)weekly

• At the end of the test, only a 

global signature in WISh for 

the whole sector

• If test is OK, all 

“pending” steps 

become OK

What worked well ?



Workflow Simplification
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What worked well ?
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Workflow Linearization
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 Only 1 IC per sector to be left open

What worked well ?



Many many issues…
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From: Giorgio D'Angelo 

Sent: 01 June 2013 12:40

To: elqa-LS1-PAQ (People informed about LS1 PAQ 

problem)

Subject: FW: PAQ in 5 - 6

Chers tous,

Encore des soucis ds le secteur 56 !!! Regardez les 

photos…

Finalement, après avoir retiré les pièces (scotch 

papier et caoutchouc) en contact entre les 

interconnections QEQI.11R5 et QQBI.25R5 (surtout 

QBQI.14R5 et QBQI.18R5), les tests LS1-PAQ sont 

bons !!

Merci d’avance

Giorgio pour ELQA team

J.Ph. Tock TE-MSC

What could have been better?

11



Dear all,

Here what was found in S78 last Friday !!!

The cut spools in QBBI.26L8 were announced on Friday pm, the field team did not have the info 

but discovered it.

For the machine still attached, it must be avoided the days were we perform LS1-PAQ test.

Many thanks

Giorgio

 Improved when frequency of ElQA test was reduced 

 Improved with awareness, training of splices team

 Improved thanks to interventions of worksite managers 

 But this led to some times not treated issues, likely not critical

“PAQ test is complete 

for today and ok. The 

high leakage problem 

M3 external bus bar is 

gone for the reason 

which remains 

unknown.”

What could have been better?

This was the optimum way to work 

for SMACC

12
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Decided to have staggered working times
 Safety considerations
 Reduced co-activity
 The smallest team had to work during unsociable hours

Courtesy M Pojer

What worked well ? Staggered working times

13

My view: 

OK for standard actvitities, less for ad-hoc ones
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Safety measures to cope with this way of working
De- & Re condemnation of DFBA for each measurement and inform people

What worked well ?

14

Could such a tool be developed to help solving the “Yellow Papers” issue ?



J.Ph. Tock TE-MSC

CSI support / LogisticsWhat worked well ?

 WiFi coverage

 To be thought and prepared 

well in advance,

 To go in details

 To be included in the budget

 Include some margin

15

WiFi need was “officially” for WISh.

It took months to be implemented

Act now to improve the situation for TS, (E)YETS,LSX,…



Preparation well ahead
o Started in 2009

o Participation to the LHC splices TF (1st meeting 12.11.2009)

 Long lifecycles of CERN processes 

(i.e. collaboration agreements)

 Identification of key individual persons

 Ratio of experienced staff (including collaborators)

 Integration in the team

 Allowed training

What worked well ?

16

MPE in the task force since the 

beginning, 

 not in the SMACC ElQA team 
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Training on mock-usWhat worked well ?

As realistic as possible 

 To explain the work

 To practice it

 To assess the exact time 

required

 To «select» people

 To integrate

 To know each other

17
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What worked well ?
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What could have been better?

Start of ElQA work

Opening of first IC

From the LS1 day…”

Early integration of newcomers allows:

the team leader to solve many practical issues 

For an appropriate training

For a good integration within the project.

To select people

It’s worth the investment

Do not neglect the preparation time”
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What could have been better?

• Had to be extended by 3 months,

• More margin could have been foreseen since the beginning

• Also a less abrupt decrease is likely more realistic. 

(Days-off at the end of the contract)

19
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α ω team gave support, i.e. yellow racks 

20



Communication & I/F definition
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 Organization charts

(with pictures)
 Decision process

 Coordination meetings

 Web dashboards

 WISh tool

What worked well ?



Independent QA team
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 30% of staff for QA activities 

(1/3 for ElQA)

 As independent as possible

(other group, department,…)

 Decision process in case of NC defined 

beforehand

 NC management 

(Meeting up to 3 times per week)

- Timely reaction

- Wide information on the issues encountered

- All involved teams represented

- Escalated to the appropriate level

What worked well ?
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• Many (hopefully not all) key persons that were part of 

the ElQA team during installation and during the 2008-

09 shutdown were not present any more during 

SMACC

 It took quite a long time to establish the new procedures

My view: because of the changes in the team and a heavy

loading of the experts

> Ensure a sufficient number of experienced experts are 

present and available at the beginning, allowing also to 

train newcomers. 

What could have been better?

23



What is relevant in the LS2 perspective ?

J.Ph. Tock TE-MSC 24

Description    LS2 Comment

ElQA workflow adaptation (X) Depends on the interventions

Safety procedures X Pragmatic solutions, room for 

improvement

Planning X Staggered working times if 

necessary, + safety

Logistics (X) Dedicated team

Communication, I/F definition (X) Ad-hoc tool: WISh, organization 

charts, meetings,…

Margin for resources (before

and after)

X

Independent QA team X To adapt to the activities

Availability of experienced

experts

X

Collaboration/team spirit X SMACC & MNC

WIC for injectors & experimental

areas

General / MNC



Conclusions
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The interaction between MPE and (SMACC & MNC)  

during LS1 was successful

The main lessons learnt to keep in mind for the future, 

especially for LS2:

Preparation well ahead was a key

o Details are important 

o Including training and integration of newcomers

Team spirit is more important than statutes

A fair ratio of available expert/experienced staff allows for 

training and redirection of resources in function of the needs

Announce that unplanned activities requiring experts will

impact schedule and resources (CSCM)

Margin to be foreseen to cope with extra work or schedule shift

All injectors and experimental areas would benefit from a WIC
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Workflow Simplification – Continuous segments
 Only 1 IC per sector to be left open

PAQ test is complete for today and ok.

The high leakage problem M3 external bus 

bar is gone for the reason which remains 

unknown.



QBBI.A21L6: OVERHEATED CABLE REPAIR

Hello, if all agree on Friday we will cut a strand piece for magnetisation measurements 

from both now accessible cables at the busbar extremity .

Christian
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ELQA-PAQ IN S12

Dear all,

Yesterday our team in S12 had a very hard time, and the results are not 

satisfactory!!

The situation is not acceptable!

An action should be taken before next test Tuesday 19th (this Thursday test is 

cancelled due to Tomograph).

Many thanks for your understanding!

Best regards

Giorgio



ELQA-PAQ



ELQA ISSUES IN S67, S78 AND 81?

Our team completed tests in sector 8-1.

Continuity test are OK , without lines M1 

int -ext , because mechanical support is 

connect between busbar and ground in 

the interconnection QBQI.31L1 -see 

photos.

HV test are OK without spoolpieces

3,4,9,10 -we will check next time, 

because continuity test for this 

spoolpieces are OK.

Best regards

Bronek and Eryk


