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Machine learning tools are commonly used in high energy physics (HEP) nowadays.
In most cases, those are classification models based on ANN or BDT which are used to select the “signal”
events from data. These classification models are usually trained using Monte Carlo (MC) simulated events.

A frequently used method in HEP analyses is reweighting of MC to reduce the discrepancy between real
processes and simulation. Typically this is done via so-called “histogram division” approach. While being
very simple, this method has strong limitations in the applications. Recently classification ML tools were
successfully applied to this problem [1]. Also in sociology ML-based survey reweighting is used to reduce
non-respose bias [2].

In my talk I will present the novel method of reweighting, a modification of BDT algorithm, which alters the
procedures of boosting and decision tree building.
Thismethod outperforms known reweighting approaches andmakes it possible to reweight dozen of variables.
When compared on the same problems, it requires less data.

The other part of my talk is devoted to proper usage of reweighting in physical analysis, in particular, to
correctly measuring the quality of reweighting.
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