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History

* | first raised the issue of sites publishing details of the
cores used per job at the OMB last December with an
update in January.

* There was some initial improvement but then
progress flattened off.

e WLCG are now running many more multicore jobs
and wish to see this reflected in accounting.

* Knowing the number of cores used is important in
calculating the effective wallclock time and thus the
overall occupancy of a cluster.
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Recent Progress

At the June meeting of the WLCG Grid Deployment Board |
reported that 87% of LHC CPU use was now reported as
coming from Sites/CEs which reported the number of cores
per job.

Since there were some obvious omissions from important sites
and countries | was asked to address this.

| raised tickets against all NGIs and gave them a link to the
publishing of cores for June by their sites which run LHC work.

This has mainly been successful. By the end of June we had
95% publishing
*  This excluded sites which didn't run any LHC work in June

In July | extended the campaign to include EGI sites not
running any LHC work.
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Current Status

There are still about 60 sites who have published jobs
without cores in the last few days but there is a long
tail of failed jobs and rogue CEs that don’t amount to
significant CPU use.

There is a smaller number of sites with some or all
CEs not reporting cores.

There are few with problems not under their control
Many have never responded to tickets.
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In July 98% of LHC CPU reports

cores. (Underestimate)

The falinwina tabla shows the distribution of ars
) g talie ShOows the Cistndution of grou

: ON and NUMBER PROCESSORS (only information about LHC VOS is returned)
REGION and NUMBER PROCESSORS
———m---mmm—“
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NGI_CHINA 850,154 268 304 2958458 0.46%
NGI_C2Z 17284 0 24 6,138,054 0.98%
NGI_DE 8,204 a7 4721 1.6G8 38 2575204 88982126 13.83%
NGI_FRANCE 247 25 8 85,081,339 1478%
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NGI_HR 16 0.00%
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NGI_IBERGRID 122447 15,204 4 ' 1.1 & 3 27675818  430%
NGI_IL 84 932 2017133 59502064 0.92%
NGLIT 1,126,214 42 680 92 3634 ! 17,038 541 60882636 9.456%
NGI_NDGF T 744} 24414 81,044 14050850 2.18%
NGI_NL 257 a4 28985777  4A50%
NGI_PL 711274 711272 O.41%
NGI_RO LR ! o - 3067507 0.48%
NGI_SI 626 5 ! ) 1.337.128 0.21%
NGI_SK 424 1.7027 5127508 0.30%
NGI_TR 1.515 857 294 177 43810038 0.75%
NGI_UA 4145 1,904 438 1,208 864 0.19%
NGI_UK 1681 602871 14425 5729 101905393 15.84%
ROC_Canada 13 455 2 ! 44 111821 33688822 5.23%
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Percentag 207% 85.70% 0.01% 0.00% 1.22% 268% 27.18% 0.00% 0.75% 0.45% 0.00% 0.00%
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Sites Publishing zero core jobs since 13/7/15

Site Country LHC? Jobs HSO6Hours
Austria (NGI-IT) CMS 49882 3,927,676
RWTH-Aachen Germany CMS 102303 3,113,916
MPPMU Germany ATLAS 84533 2,079,792
DESY-HH Germany CMS 37408 2,035,869
RRC-KI Russia Alice 62779 1,788,016
IN-DAE-VECC-02 India Alice 23356 1,309,750
Spain ATLAS 88972 1,176,147
ICN-UNAM Mexico Alice 2356 396,787
Ru-Troitsk-INR-LCG2 Russia Alice, CMS, LHCb 12637 222,022
CBPF Brazil No 2114 52,991
Kharkov-KIPT-LCG2 Ukraine CMS 7773 41,430
ru-Moscow-SINP-LCG2  Russia CMS 11270 27,733
Austria (NGI-IT) ATLAS 6600 25,471

#jobs and CPU for July Insert footer here




Issues

DESY-HH publish from CREAM but not ARC-CE.

— QOutstanding ticket with ARC team

— Suspect MPPMU have the same issue although no response
from them.

RWTH-Aachen — no response

Austrian sites are part of Italian NG| but were not
alerted.
— Acknowledged but no action in a week.

Spanish site publishing from multicore queues but
admitted they hadn’t changed single core queue.

— No further response in over two weeks.
Russia (4), India, Mexico, Ukraine — no response

Insert footer here
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Within a Site
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<=, UNI-STE SubmitHost 0 Total %
@ wuppertgrid-cr0.desy.de:8443/cream-pbs-atlas 2,448,475 T7.03%
NGI FI grid-cr0.desy_de:8443/cream-pbs-cms 1,824, 131 5.24%
NGI FRAN(_grid—crl:l.desy.de:3443fcream—pbs-lhch 31 0.00%
I “grid-cro.desy.de:8443/cream-pbs-mcore 3,971,982 11.41%
NGI_GE grid-cr0.desy.de:8443/cream-pbs-operations 210 0.00%
MNGI_GRMETgrid-cri.desy.de:8443/cream-pbs-atlas 2,577,101 7.40%
NGI HR grid-cri.desy.de:8443/cream-pbs-cms 1,939,046 5.57%
grid-cri.desy.de:8443/cream-pbs-lhcb 32 0.00%
grid-cri.desy.de:8443/cream-pbs-mcore 3,952,228 11.35%
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Summary

Solution for APEL is simple

Set parallel=true in parser.cfg for parsers parsing batch logs

For other accounting systems, ask advice.
Just start publishing from now, don’t backdate.
| need help with recalcitrant sites.
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