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Code modernization: 
Intel® Parallel Studio XE 2016 Beta 
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Vectorizing Compiler 
Squeeze all the performance out of the latest instruction set 

Threaded Performance Libraries 
Pre-vectorized, pre-threaded, pre-optimized 

Vectorization Optimization and Thread Prototyping 
Data driven design tools help you vectorize & thread effectively 

High Level Parallel Models 
Productive solutions for thread, process & vector parallelism 

Parallel Performance Profilers 
Quickly discover bottlenecks and tune for high performance 

Threading Inspector 
Find and debug non-deterministic threading errors 

Intel® Parallel Studio XE 
Faster code faster!  
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Download Today 
 

Google:   

“Intel Parallel 
Studio 2016” 
 

Or go directly to: 
https: 
//software.intel.com 
/en-us/articles/ 
intel-parallel-studio-
xe-2016-beta 
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Intel® Parallel Studio XE 2016 Suites 

Vectorization – Boost Performance By Utilizing Vector Instructions / 
Units 

 Intel® Advisor XE - Vectorization Advisor identifies new vectorization 
opportunities as well as improvements to existing vectorization and highlights 
them in your code.  It makes actionable coding recommendations to boost 
performance and estimates the speedup. 

Scalable MPI Analysis– Fast & Lightweight Analysis for 32K+ Ranks  

 Intel® Trace Analyzer and Collector add MPI Performance Snapshot feature 
for easy to use, scalable MPI statistics collection and analysis of large MPI jobs 
to identify areas for improvement 

Big Data Analytics – Easily Build IA Optimized Data Analytics 
Application 

 Intel® Data Analytics Acceleration Library (Intel® DAAL) will help data 
scientists speed through big data challenges with optimized IA functions 

Standards – Scaling Development Efforts Forward  

 Supporting the evolution of industry standards of OpenMP*, MPI, Fortran and 
C++ Intel® Compilers & performance libraries 

 

Launching August 2015 
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Free Intel® Software Development Tools: 

https://software.intel.com/en-us/qualify-for-free-software  
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Beta 2016 program : Call to Action 
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Participate in the Beta Program today! 

 Register at 
bit.ly/psxe2016beta 

 Or simply send e-mail to 
vector_advisor@intel.com 

Submit Feedback via Intel® Premier 
Support 

Tell us about your experiences using the 
Intel® Parallel Studio XE 2016 Beta 



Coming in 16.x  
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Intel® Advisor XE 
  
Vectorization Optimization and Thread 
Prototyping 

 

 

 

8 



Copyright ©  2015 Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice 

9 

SIMD Programming Challenges 

• Vectorization productivity problem: “thousands of 
loops” 

• Too much raw info (static and dynamic) to drive 
informed code modernization decisions 

• Where to vectorize?  

• How to get more benefit from vectorization 

• Demand for extensive data layout re-organizations 

 Developers need an assistant tool to get applications vectorized faster, 
with higher efficiency and confidence 

LLNL (Hornung, Keasler, 2013):  

”Typical codes get less than 5% of their FP instructions SIMD-ized… multi-physics 
codes - have thousands of small loops, which are all important” 
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1. “All the data you need in one place” 
Leverages Intel Compiler opt-report+ and dynamic profile. 
Support for other compilers, C, C++, Fortran, for MPI env. 

2. Detects “hot” un-vectorized or “under 
vectorized” loops. 
Identifies what is blocking efficient vectorization, where to 
add it 

3. Identify performance penalties and 
recommend fixes 

Explicit advices with “true intelligence”, covering OpenMP4.x. 

4. Memory layout analysis  

5. Increase the confidence that 
vectorization is safe  
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“Vectorization Advisor” – Advisor XE 
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Vectorization Advisor.  
Assist code modernization for x86 SIMD 

5. Memory Access Patterns Analysis 

2. Guidance: detect problem and 
recommend how to fix it 

 

1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 

 

4. Loop-Carried Dependency Analysis 

3. “Accurate” Trip Counts: understand 
parallelism granularity and overheads 
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"Intel® Advisor XE has been extremely helpful in identifying the best 
pieces of code for parallelization. We can save several days of manual 
work by targeting the right loops. At the same time, we can use Advisor 
to find potential thread safety issues to help avoid problems later on." 
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Carlos Boneti 
HPC software engineer, Schlumberger 

“Intel® Advisor XE has allowed us to quickly 
prototype ideas for parallelism, saving 
developer time and effort, and has already been 
used to highlight subtle parallel correctness 
issues in complex multi-file, multi-function 
algorithms.” 

Simon Hammond 
Senior Technical Staff 
Sandia National Laboratories 

“Vectorization Advisor fills a gap in code 
performance analysis.  It can guide the 
informed user to better exploit the vector 
capabilities of modern processors and 
coprocessors” 

Dr. Luigi Iapichino 
Scientific Computing Expert 
Leibniz Supercomputing Centre 

"Vectorization Advisor permitted me to 
focus my work where it really 
mattered.  When you have only a limited 
amount of time to spend on optimization, 
it is invaluable." 

Gilles Civario,  
Sr. Software Architect,  

Irish Centre for High-End Computing 



Copyright ©  2015 Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice 

13 

Assist user at different LoD and perspectives 
END-USER GUIDANCE 

ANALYSIS on WORKLOAD (high-level),… 

and ASSEMBLY (low-level). 
SOURCE, .. 
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0.  
Workflow 

14 
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Build App in 
Release Mode 

Investigate 
Loop(s) 

Improve App 
Performance 

Run Trip Count 
Analysis 

Run Survey 
Analysis 

(Re-) compile just with “-g”  

Intel Compiler  15.x, 16.x (recommended)  

GCC, MS CL, older Intel Compiler also supported 

Configure 
Project 
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Build App in 
Release Mode 

Investigate 
Loop(s) 

Improve App 
Performance 

Run Correctness 
Analysis 

Run MAP 
Analysis 

Mark for Deeper 
Analysis 

Run Trip Count 
Analysis 

Run Survey 
Analysis 

(Re-) compile just with “-g”  

Intel Compiler  15.x, 16.x (recommended)  

GCC, MS CL, older Intel Compiler also supported 

Configure 
Project 
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1.  
The Right Data At Your 

Fingertips  

17 
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1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 
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The Right Data At Your Fingertips 
Get all the data you need for high impact vectorization 
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    Filter by which loops 
are vectorized! 

Focus on 
hot loops 

What vectorization 
issues do I have? 

How efficient 
is the code? 

What prevents 
vectorization? 

Which Vector instructions 
are being used? 

Trip Counts 

Get Faster Code Faster!  Intel® Advisor XE 

Vectorization Optimization and Thread Prototyping 
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Click to see recommendation 

Advisor XE shows hints how to 
decrease vectorization overhead 

Get Specific Advice For Improving Vectorization 
Intel® Advisor XE – Vectorization Advisor 
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Vector Efficiency: my performance thermometer 
all the data in one place 
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Survey: find out if your code is “undervectorized” and why 

Achieved 
Efficiency 

Original (scalar) 
code efficiency. 
Corresponds  
to 1x speed-up. 

Upper bound: 
100% 
efficiency  
4x gain  
    (VL=4) 
 



Copyright ©  2015 Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice 

2.  
Is it safe to vectorize: 

Tough problem #1 for not yet 
vectorized codes. 

22 
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2. Guidance: detect problem and 
recommend how to fix it 

 

1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 

 

4. Loop-Carried Dependency Analysis 



Copyright ©  2015 Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice 

24 

Is It Safe to Vectorize? 
Loop-carried dependencies analysis verifies correctness 

Vector Dependence 
prevents 

Vectorization! 

Select loop for 
Correct Analysis 
and press play! 
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Data Dependencies – Tough Problem #1 
Is it safe to force the compiler to vectorize? 

Data dependencies 

 for (i=0;i<N;i++)      // Loop carried dependencies! 

  A[i] = A[i-1]*С[i];// Need the ability to check if it  

                        // it is safe to force the compiler  

                        // the compiler to vectorize! 

25 
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Data Dependencies – Tough Problem #1 
Dynamic check will *know* if indices overlap. 

1) fSwapPairM ( lbf[il*lbsitelength + l*lbsy.nq + m + half],  
    lbf[ilnext*lbsitelength + l*lbsy.nq + m]);  

 

 

 

2) fSwapPairM ( lbf[il*lbsitelength + l*lbsy.nq + m + half],  
    lbf[ilnext*lbsitelength + l*lbsy.nq + m]); 
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Both loops “equally bad” : 
from static analysis perspective 

Static Assumption: 

Static Assumption: 
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Data Dependencies – Tough Problem #1 
Dynamic check *knows* if memory accesses really overlap. 
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Correctness Analysis: confirm dependencies are REAL 

1) fSwapPairM ( lbf[il*lbsitelength + l*lbsy.nq + m + half], 
     lbf[ilnext*lbsitelength + l*lbsy.nq + m]);
  

 

 

 

2) fSwapPairM ( lbf[il*lbsitelength + l*lbsy.nq + m + half], 
     lbf[ilnext*lbsitelength + l*lbsy.nq + m]); 
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Correctness – Is It Safe to Vectorize? 
Loop-carried dependencies analysis 
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1. Mark-up the loop and check 
for the presence of REAL 
dependencies  

2. Explore dependencies in 
more details with code 
snippets 

In this example 3 dependencies 
were detected 

• RAW – Read After Write 

• WAR – Write After Read 

• WAW – Write After Write 

Detected 
dependencies 

Source lines with Read 
and Write accesses 
detected 
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3.  
Any speed-up out of there? 

Use SIMD to make your code 
faster, instead of slower. 

29 
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1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 

 
3. “Accurate” Trip Counts: understand 

parallelism granularity and overheads 
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Vector Efficiency: my performance thermometer 
all the data in one place 
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Survey: find out if your code is “undervectorized” and why 

Achieved 
Efficiency 

Original (scalar) 
code efficiency. 
Corresponds  
to 1x speed-up. 

Upper bound: 
100% efficiency  
4x gain  
    (VL=4) 
 

• Auto-vectorization: affected <3% of code  
• With moderate speed-ups 

 
• First attempt to simply put #pragma simd: 

• Introduced slow-down 
 

• Look at Vector Issues and Traits to find out 
why 

• All kinds of “memory manipulations” 
• Usually an indication of “bad” access 

pattern 
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2. Guidance: detect problem and 
recommend how to fix it 

 

1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 
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Background on loop vectorization 
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A typical vectorized loop consists of 

Main vector body 

• Fastest among the three! 

Optional peel part 

• Used for the unaligned references in your loop. Uses Scalar or slower vector 

Remainder part 

• Due to the number of iterations (trip count) not being divisible by vector 
length. Uses Scalar or slower vector. 

Larger vector register means more iterations in peel/remainder  

• Make sure you Align your data! 

• Make the number of iterations divisible by the vector length! 

 

This is where we want our 
loops to be executing!  
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Click to see recommendation 

Advisor XE shows hints to move 
iterations to vector body. 

Get Specific Advice For Improving Vectorization 
Intel® Advisor XE – Vectorization Advisor 
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Don’t Just Vectorize, Vectorize Efficiently 
See detailed times for each part of your loops.  Is it worth more effort? 
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4.  
Tough problem #1 for already 

vectorized codes 

36 
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 Unit-Stride access to arrays 

 for (i=0;i<N;i++)  

  A[i] = C[i]*D[i]; //Accessing array elements 1 by 1 

 

 Non-unit-stride (constant stride) access to arrays 

 for (i=0;i<N;i+=2)  

  A[i] = C[i]*D[i]; //Incrementing “i” by 2: not unit stride 

                      //Often indication of demand for AoS ->  

       // SoA conversion 

 Indirect reference in a loop 

     for (i=0;i<N;i++)  

  A[B[i]] = C[i]*D[i];//We have to decode B[i] to find out  

        //which element of A to reference 

37 

Non-Contiguous Memory – Tough Problem #2 
Potential to vectorize but may be inefficient 
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Object-oriented programming 
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Class Point {float 
x,y,z;} 
Class Triangle {Point 
a,b,c;} 
Triangle T[100]; 

x y z x y z x y z 

 a           b         c 

x y z x y z x y z 

 a           b         c 

       T[0]                              T[1] 

void ComputeNormals( Point normal[__restrict], const 
Triangle p[], size_t n )  
    for( size_t i=0; i<n; ++i ) 
        normal[i] = Cross( p[i].b-p[i].a, p[i].c-p[i].a ); 
}  

Point Cross( const Point& a, const Point& b ) { 
    return Point( a.y*b.z-a.z*b.y, a.z*b.x-a.x*b.z, 
a.x*a.y-a.y-b.x ); 
} 

Object oriented programming may inhibit SIMD 
code generation 
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Run Memory Access Patterns analysis, 
just to check how memory is used in the 
loop and the called function 

Select loops of interest 

Improve Vectorization 
Memory Access pattern analysis 
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2. Guidance: detect problem and 
recommend how to fix it 

 

1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 

 

3. Loop-Carried Dependency Analysis 4. Memory Access Patterns Analysis 
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Know your access pattern 
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5.  
It’s time for explicit parallelism 

choices to make your code 
faster, not slower. 

42 
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Example of Outer Loop Vectorization 
#pragma omp declare simd 
int lednam(float c) 
{   // Compute n >= 0 such that c^n > LIMIT 
    float z = 1.0f; int iters = 0; 
    while (z < LIMIT) { 
        z = z * c; iters++; 
    } 
    return iters; 
} 

float in_vals[]; 
#pragma omp simd 
for(int x = 0; x < Width; ++x) { 
    count[x] = lednam(in_vals[x]); 
} 
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x = 0 x = 1 x = 2 x = 3 

float in_vals[]; 
#pragma omp parallel for simd 
for(int x = 0; x < Width; ++x) { 
    count[x] = lednam(in_vals[x]); 
} 

float in_vals[]; 
#pragma omp simd 
for(int x = 0; x < Width; ++x) { 
    count[x] = lednam(in_vals[x]); 
} 

z = z * c 

z = z * c 

iters = 2 

z = z * c 

z = z * c 

…. 

iters = 23 

z = z * c 

z = z * c 

……….……... 

iters = 255 

z = z * c 

z = z * c 

…….. 

iters = 37 
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Time for parallelism choices: 
Where to introduce parallelism and how? 

for(int i=0; i<Xmax; i++) 

   for(int j=0; j<Ymax; j++) 

      for(int k=0; k<Zmax; k++) { 

        //do some work  

        for (int l=0; l<qdim; l++) { 

          for (int m=1; m<=half; m++) { 

            //... 

              fSwapPairM (...); 

          } 

        } 

      } 

   } 

} 

Here? 

Here???? 

Here??? 

Here?? 

No performance without “explicit parallelism” choices 
(no performance “by default”) 

No good choices without knowing “the DATA” 
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2. Guidance: detect problem and 
recommend how to fix it 

 

1. Compiler diagnostics + Performance 
Data + SIMD efficiency information 

 

3. Loop-Carried Dependency Analysis 4. Memory Access Patterns Analysis 
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Time for parallelism choices: 
Advisor MAP to make informed optimal 
decision! 
for(int i=0; i<Xmax; i++) 

   for(int j=0; j<Ymax; j++) 

      for(int k=0; k<Zmax; k++) { 

        //do some work  

        for (int l=0; l<qdim; l++) { 

          for (int m=1; m<=half; m++) { 

            //... 

              fSwapPairM (...); 

          } 

        } 

      } 

   } 

} 
Memory Access Patterns analysis (+ also Trip Counts)  

to drive decision  
wrt most appropriate parallelism level 
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Vector Advisor 
 
 

• All the data in one place 
(also leveraging Intel Compiler 15.x/16.x reports) 

• Guidance and Correctness check 
• Deep dive memory analysis 



Copyright ©  2015 Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice 

Threading Advisor XE 
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Have you: 

 Tried threading an app, but seen little 
performance benefit? 

 Hit a “scalability barrier”? Performance 
gains level off as you add cores? 

 Delayed a release that adds threading 
because of synchronization errors? 

Breakthrough for threading design:  

 Quickly prototype multiple options 

 Project scaling on larger systems 

 Find synchronization errors before 
implementing threading  

 Separate design and implementation -
Design without disrupting development 

49 

Data-Driven Threading Design 
Intel® Advisor XE – Thread Prototyping 

http://intel.ly/advisor-xe 

Add Parallelism with Less Effort,  
Less Risk and More Impact 

http://intel.ly/advisor-xe
http://intel.ly/advisor-xe
http://intel.ly/advisor-xe
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Check Suitability 
Is it fast enough? 

50 

Experiment with 
modeling by changing: 

 Number of tasks  

 Task duration 

 Runtime modeling 

 Threading model 

 Target system 

Instantly see impact 
on scalability 

Quickly Evaluate Design Alternatives 
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Summary 
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KNL (“native”) support, including: 

 Survey analysis with AVX512 ISA-specific insights and advices. 
Identify cases where migration to AVX512 may give special 
benefit 

 Memory Access Pattern extended to provide vgather/vscatter 
and masking utilization analysis 

Memory wall vs. Vectorization: 

 “Quick and Dirty” memory-bound (DRAM/LLC/L2/L1) vs. 
compute-bound checks and modeling  

 Footprint/latency - deeper dive in Advisor MAP 
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Some Future Plans 
Intel Confidential 



Copyright ©  2015 Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others. Optimization Notice 

Back-up 

 

 

53 
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DL-MESO 

Computational fluid dynamics engine 
• New mesoscopic simulation engine  
• Applicable for problems such as inkjet printing and 

steel production 
• Lattice Boltzman Equation 
 

Developed by EPSRC CPP5  
• including Hartree, Oxford, Imperial College 
• Michael Seaton at Hartree as major contributor 
 

Workload characteristics: 
- “Flat profile”, many small kernels 
- Profiles are very diverse depending on input datasets 
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Learn more about Vectorization Advisor:   

https://software.intel.com/en-us/articles/vectorization-advisor-faq 

https://software.intel.com/en-us/intel-advisor-xe 

Vectorization Guide:       

https://software.intel.com/articles/a-guide-to-auto-vectorization-with-intel-c-compilers/  

Explicit Vector Programming in Fortran: 
https://software.intel.com/articles/explicit-vector-programming-in-fortran  

Optimization Reports:    

https://software.intel.com/videos/getting-the-most-out-of-the-intel-compiler-with-new-
optimization-reports  

Beta Registration & Download:   

https://software.intel.com/en-us/articles/intel-parallel-studio-xe-2016-beta 

For Intel® Xeon Phi™ coprocessors, but also applicable: 
https://software.intel.com/en-us/articles/vectorization-essential 
https://software.intel.com/en-us/articles/fortran-array-data-and-arguments-and-vectorization  
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Additional Resources 
All links start with:  https://software.intel.com/ 
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