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Intel” VTune™ Amplifier XE

Performance Profiler

Where is my application...

Function

- Call Stack [=] S LTS

=l algorithm_2 3.560< (I

F do_xform « | 3.560< (NN
algorithm_1 1.412:

BaseThreadInitThi| 0.000= |

* Windows & Linux
* Low overhead
* No special recompiles

Wait Timew

Wait

IIdIe IPoor l[}k lldeal Count

176.504s [ | 18,277
ga.681s [ [N O

MEM_LOAD...
LLC_MISS
flopat rx, ry, r=

| float paraml = (A2 30,000

float paramzZ = (A2
bool neg = {(rz < O

Advanced Profiling For Scalable Multicore Performance
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Intel” VTune™ Amplifier XE

Tune Applications for Scalable Multicore Performance

Fast, Accurate Performance Profiles
» Hotspot (Statistical call tree)

" Call counts (StatIStlcal) i Basic Hotspots Hofts iewpoint (change) @ Intel VTune Amplifier XE 2013
L] H ardWa re— Eve nt Sam p l_i ng 4| | B Collection Log| | Kl Summarn, % Caller/Callee| | #% Top-down Tree | | B Tasks and Frames

HH Grouping: | Function / Call Stack v | || CPU Function/CPU Stack - CPU Time
Th read P rOfl l.l ng prg: | et ot e PUTime o :] Viewing 4 10f58 b selected stack(s)
* Visualize thread interactions on timeline e N o7s: g [ omossaieaing |

SystemProceduralFire. DLLIFireObject:Pr... =

n Bala nce wo rkload S . FireDbject:FireCollisionCallbacks ParallelForBady:op 6596 (IR ysternProceduralFire.DLLFireObject:Fi.. )

F. FireObject:EmitterCollisionCheck+ FireObject:Updat) 14145 [l Smoke.exelParallelForBodyoperator(+

NtWaitForSingleObject 3,764 (D i
Easy set_ u p Selected 1 row(s): 23105 ~ Smoke.exe![TBB parallel_for on class Para...
Ruler Area

. . | B D Smoke.exelTaskManagerTBB:ParallelFo...
» Pre-defined performance profiles — Frome '
71 User Marks

2s 27, . : K :
u Use a normal prOduCtion build :ﬂl:::idn;%rfgt:;up( TR TT TR T W I TT T I I IYY WYY WETTE T ITERY rewvrTy | o
L] endthreadex (0xef8) ] Thr:
Find Answers Fast o

= Filter extraneous data PULsg S
Frame Rate w CPU Usage

* View results on the source / assembly ‘ & b o g

Wl ~DlT

] » Q4

o @

Thread

m

Mo filters are applied.

Co m patl b le Call Stack Mode: Inline Mode: Loop Mode:
= Microsoft, GCC, Intel compilers

= C/C++, Fortran, Assembly, .NET, Java
» Latest Intel” processors
and compatible processors’

Windows or Linux

= Visual Studio Integration (Windows) "1A32 and Intel’ 64 architectures.
. . Many features work with compatible processors.
= Standalone user |/f and command line Event based sampling requires a genuine Intel” Processor.

= 32 and 64-bit
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A set of instruments to identity
performance problems

Quick Overview




Intel” VTune™ Amplifier XE

Get a quick snapshot

Thread Concurrency Histogram

This histogram represents a breakdown of the Elapsed Time, It visualizes the percentage of the wall time the specific number of threads were
considered running if they are either actually running on a CPU or are in the runnable state in the O5 scheduler, Essentially, Thread Concurrer
that were not waiting. Thread Concurrency may be higher than CPU usage if threads are in the runnable state and not consuming CPU time,
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Intel” VTune™ Amplifier XE

|dentify hotspots

9 Basic Hotspots Hotspots viewpoint (change) @  Intel VTune Amplifier XE 2013

@ Analysis Target Analysis Type | | B8 Collection Log| | K Summary | [REGGIOBTY | +% Caller/Calle ¥
Grouping: |Funcﬁun [/ Call Stadck

Function / Call 5tack
=l sphere_intersect

B gnd_intersect
= . intersect_objects
=1 * shader
[=1LF. trare

Viewing 4 1 of 57 b selected stack(s)
28.7% (1629 of 5.6745)

g

tachyon_analyze_locks.exe!sphere_in...

»

CPU Time W

_
—
—

tachyon_analyze_locks.exe!grid_inter... —

tachyon_analyze_locks.exelintersect_...
tach . A .
tach

Hottest Functions Hottest Call Stack

I _ImrLeErsecL

tachyon_analyze_locks.exe![TEB paral...
thb.dilffunc@0x10014614 +0xdS - [...
thb.dI'func@0x100145f4+0:a - [...

Selected 1 rowis):

Quickly identify what is important
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Intel” VTune™ Amplifier XE

|dentify threading inefficiency

Coarse Grain
Locks

High Lock
Contention

Load
Imbalance
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Find Answers Fast

Adjust Data Grouping

Function - Call 5tack
Maodule - Function - Call Stack
Source File - Function - Call Stack

Thread - Function - Call Stack

Click [+] for Call Stack

Double Click Function
to View Source

Filter
by Timeline Selection
(or by Grid selection)

Filter by Module &
Other Controls

Optimization Notice

8 Hotspots - View hotspots colored by CPU usage 2

& Analysis Target Analysis Type | | B8 Collection Log &'y

Function
- Call 5tack Iz‘

[# dlistopPlugin

Bottom-up | s Top-down Tr ¥

¥ [F]

CPU Timew

Module

.Idle .Pu:u:ur |:|Ok .Ideal .O\rer

7ssos T (| RenderSystem_Direct3D9.DLL

# FireObject:checkColli]  6.289s [0/ IR SystemProceduralFire.DLL
FireObject::ProcessFirg  4.592s _ SystemProceduralFire.DLL
BaseThreadnitThunk | 2.566s [0 RDDEREN kernel32.dlI
[ O resFileStreamData8)  2.562s [ OgreMain.dll
[+ TaskManagerTBB:Par 2.5335— Smoke.exe
[# AlScenenGetPOl 1.710s [ SystemALDLL
[+l TaskManagerTEE::\Wa 1.682;_ Smoke.exe
Selected 189 row(s): 47 4815 -
1 [ Pl T r
0 b 108 208 0z 40s 50s 80s + |Ruler Area o
| | LR 1 1 Lo EF L Lo B Lol R 2 Global Mark
wiVinMainCRTStartu. .. IL |_| [] =¥ Frame
§ fivesd x1229 e e
£ [Thread (0xge4) L3 B ruring |-
Thread (0x29¢8) . 0 e Lk CPU Time
CPU Usage ‘ I “m' ' | ] == User Task
CPU Usage
Frames aver Time _m_._ Mk CPU Time  —
P b3 Frames over Ti...

Mo filters are applied. R QRUEET = _

o B e la UGG Only user functions =
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Timeline Visualizes Thread Behavior

[t Transitions

Locks & Waits
Qo OO

29.368

wWWinMainCRTStartu. ..

[Thread (0x1364)

[Thread (0x136C)

[Thread (0x1374)

Thread (0x137c)

[Thread (0x1334)

Thread Concurrency

Frames aver Time

Frame

Start: 29,8585 Duration: 0.017s
Frame:
Frame Domain: SmokesFramework::executel)
Frame Type: Good

Y m—

4 >

I3 Transiton
Transition

72 Sync Object: TBB Scheduler

Object Creation Line: 318

Frame Rate: 59.8242179

'™ CPU Time
Hotspots

Ruler Area
¥ Frame
Thread
] Running
] Waits
o Uzer Task

Thread Concurrency

Transition

Lightweight Hotspots

30.055 30.1s

Mk Concurrency
Frames over Time

Wk Frame Rate

wiWinMainCRTStartup ((xd2d4) to Thread (0:d38¢) (29.899s to 29.8995)

Object Creation File: taskmanagertbb.cpp

Optional: Use API to mark frames and user tasks

Optional: Add a mark during collection

O|

timization Notice

> User Task

B User Task

Start: 29.958s Duration: 0.018s
Task Type: Smoke:FrameWork:execute(): Other
Task End Call Stack: Framework::Execute

]

L2 Mark Timeline
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See Profile Data On Source / Asm

™ Hotspots - View CPU time hotspots and stacks /& @ Intel VTune Amplifier XE 2011

& Analysis Target Analysis Type | |28| Collection Log s Top-down Tree | | B:! FireObje—- X

D9 D | E
Line Source CPU Time # =+ Address Assembly CPUTime # =
3 ireCbject: -checkCollision (V2 poa, V3 pre O0x3288c £ld 3t0, dword ptr [espt+lxc] [].[]E]45| i
Asm i 04765 0x3830 £1d st0, =t0 0.993s [l ?i
0x3E92 fmulp stz, sti 0.787: "“!
Ox3E94 fxch sto, stl 1.465: [ i
U.Sﬁlsl T Ox389& fatp dword ptr [esp+Oix8], st U.3l‘35l E
prev 5.8455- o Dx38%a £1d st0, dword ptr [esp+0x40] U.Ulds| u
1 ' (I 0ox3ase faubrp st2, stl !
3593 [l 0x3820 £1d st0, st0 0.010s | .
: float paramZ = (ARBB.zMax - prevPos. Dx38a2 frulp stZ, atl U.Ble -
478 boel neg = (rz < 0.£); [].515;' 0x38a4 fxch st0d, stl Uléﬂ'sl E
473 minP = FMaxi(neg? param? : paraml, mi| 3.[][]8;. 0x38a68 fatp dword ptr [eapt+0xc], =tl UjZﬁs' g
480 maxP = FMin(neg? paraml : paramZ, ma 1,8?5;. Ox38aa feomp st0, stZ U.U325| ;
4581 if (maxP > minP) { [],9?2;' Ox38ac fnstsw ax ]
482 rx = 1.5/ |pos.x - prevBos.x); 0.252< Ox38ae test ah, ox5 = 0 e E
453 paraml = (RRBE.xMin - prevPos.x) 0.2545: 0x38b1 ip 021000388k nght ClICk for InStrUCtlon
454 paramZ = (RREB.xMax - prevPos._x) U.U4Us| Ox38b3 Block 2: reference manual
o oo 0 . 0.047s| 0x38b3 mov d1, Oxl
& paraml 0.274s 0x328b5 lea ecx, ptr [eapt+lnc] 0.024s
Quickly scroll to hot spots. - Uml' - oxasbs|  3mp 0x100038c1 <Block & | _
438 } O0x3Bkb Block - | |
455 if (maxl > minD) | 0512: Ox38bk xor ‘m\ dl 0.159z | —
Selected 1 row(s): 0.830s - Highlighted & rowi(s): 08305 -
4 | (N 1 | » 4 [
Intel’ VTune™ Amplifier XE CIICk Jump to ScrOII Asm
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High-level Features
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Intel” VTune™ Amplifier XE
Feature Highlights

Basic Hot Spot Analysis (Statistical Call Graph)
» Locates the time consuming regions of your application

» Provides associated call-stacks that let you know how you got to these time consuming
regions

= Call-tree built using these call stacks

Advanced Hotspot and architecture analysis

= Based on Hardware Event-based Sampling (EBS)

» Pre-defined tuning experiments

Thread Profiling

= Visualize thread activity and lock transitions in the timeline

» Provides lock profiling capability

= Shows CPU/Core utilization and concurrency information

GPU Compute Performance Analysis

» Collect GPU data for tuning OpenCL applications. Correlate GPU and CPU activities
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Feature Highlights

Attach to running processes
= Hotspot and Concurrency analysis modes can attach to running processes

System wide data collection

= EBS modes allows system wide data collection and the tool provides the ability to filter
this data

GUI

= Standalone GUI available on Windows* and Linux

= Microsoft* Visual Studio integration

Command Line

= Comprehensive support for regression analysis and remote collection
Platform & application support

= Windows” and Linux (Android, Tizen, Yocto - in the ISS)

= Microsoft” .NET/C# applications

= Java” and mixed applications

= Fortran applications

Optimization Notice Copyright © 2015, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Intel” VTune™ Amplifier XE
Feature Highlights

Event multiplexing

= Gather more information with each profiling run

Timeline correlation of thread and event data

= Populates thread active time with event data collected for that thread
= Ability to filter regions on the timeline

Advanced Source / Assembler View

= See event data graphed on the source / assembler

= View and analyze assembly as basic blocks

= Review the quality of vectorization in the assembly code display of your hot spot
Provides pre-defined tuning experiments

» Predefined profiles for quick analysis configuration

= A user profile can be created on a basis of a predefined profile

User API

= Rich set of user API for collection control, events highlighting, code instrumentation,
and visualization enhancing.
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Data Collectors and Analysis Types

Optimization Notice Copyright © 2015, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Analysis Types (based on technology)

Software Collector Hardware Collector

Any x86 processor, any virtual, no driver Higher res., lower overhead, system wide
Basic Hotspots Advanced Hotspots
Which functions use the most time? Which functions use the most time?

Where to inline? — Statistical call counts

Concurrency General Exploration
Tune parallelism. Where is the biggest opportunity?
Colors show number of cores used. Cache misses? Branch mispredictions?
Locks and Waits Advanced Analysis
Tune the #1 cause of slow threaded Dig deep to tune bandwidth, cache

performance — waiting with idle cores. misses, access contention, etc.
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Pre-defined Analysis Types

% Choose Analysis Type

e B
o By

" Algorithm Anaiyss Advanced Hotspot analysis based on the
..... A Basic Hotspots underlying architecture

..... Y v anced Hotspots - g
----- A Concurrency

""" A Locks and Waits User mode sampling, Threading, 10, Signalin

-l Microarchitecture Analysis p g’ g’ ' g atl g

..... A General Exploration APl instrumentation

..... A Bandwidth \ <
—-l CPU Specific Analysis

+t__".-? Intel Core 2 Processor Analysis ] .
+.L_""? Mehalem ..-"Westmere_,ﬂ'nahrs_is 3rd Generat|0n Core ArCh|teCture (a-k-a

+t_“i Sandy Bridge Analysis SandyB”dge) analySiS types
+-1 Haswell Analysis

—-i 5oC Advanced Analysis

#1157 Knights Corner Platform Analysis 4th Generation Core ArChiteCture (a.k.a Haswell)
analysis types
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GUI Layout
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Creating a Project
GUI Layout

—
@ C Result CTRL+ALT+0 Open '
cor + +
S s i £ Project Properties... CTRL+P
Advanced Hotspots Analysis )
b Analysi CTRL+N Close Project
ere +
—— B Import Result... CTRL+ALT+N

Recent Proje
Recent Resuld

View
Opticns...
Help

Exit

Tachyenl - Project Proper

Create a Project ;(—E-_

5
—

Project name: |Ta::hyur11| |

Location: |SSHPS_ZUlS_KE_Cnurse‘l,lS_AmpIiﬁer_GenericsH_abs_Winduws| |Bruwse... |

|Create Project | | Cancel |

Target | Binary/Symbol Search I Source Search |

Target system: |Im:a| V|

Target type: |LaunchAppIication V|

Launch Application

Specify and configure your analysis target: an application or a script to execute. Press F1 for oo dea, o

3

- ’ 4

Application:

| Chlntel Business\|Tech InfotS54PS_2013_XE_Course\18_Amplifier_ v| |

Browsze... |

Application parameters: |

v[ | Modify. |

O|

timization Notice
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Selecting type of data collection
GUI Layout

@ Choose Analysis Type All available Intel VTune Amplifier XE 2015

,ﬁ., Analysis Type

. analysis types B

e R My Custom | Copy || Edt ||
=1 Algorithm Analysiz Analyze general iem— ferenance of
..... A Basic Hotspots your = .
----- A Advanced Hotspots ha’ D|fferent WayS to
----- A Concurrency A\ i '
..... A Locks and Waits Evem. start the analySIS .
. . : — — % Project Properties
=115 Microarchitecture A.nal:,rsm MOTE: For analysis purposes, Intel YTune ~ . - -
----- # General Exploration Amplifier XE 2015 may adjust the Sample After
----- £ Bandwidth values in the table below by a multiplier. The v
¥ P
—-{ = CPU Specific Analysis
+1_1.-7 Intel Core 2 Processor Analysis ERESS Rl 2 _
+1__",r Mehalem / Westrnere Analysis BR_MISP_RETIRED.ALL_BRANCHES_PS =11
+1_‘.F Sandy Bridge Analysis CPU_CLE_UMHALTED.REF_T5C
+-[5 Haswell Analysis . _“THREAD
2.5 SoC Advanced Analysis Helps Creatlng g
-5 Knights Corner Platform » _£MNDING
2.[5% Custorn Analysis types _AlT_2M
= % \ly Custom Collection r |DTLE LOAD MISSES.STLE HIT 4K -
| Copy from Current N Copy the

Mew Hardware Event-based Sampling Analysis

command line to
clipboard

Mew Knights Corner Hardware Event-based Sampling Analysis
Mew User-mode Sampling and Tracing Analysis

Edit

Delete

!Optimiz‘ hd [—.;1 Command Line.., ]




Profile a Running Application
No need to stop and re-launch the app when profiling

Two Techniques:

Smoke - Project Properties

Attach to Process:

Target | Search Directuriesl

Target type ’Atta ch to Process v]

- Any type of analysis Attach to Process

Specify the process to analyze. Performance data
will be collected after attaching to the process,

@ Process name:

) PID:

Smoke - Project Properties

- Advanced HOtSpOtS & Target |5earch Directories
Custom EBS 1 Target type ’EProfiIe System v]
- Optional: Filter by process Profile System |
o Configure settings for system-wide analysis. Select
after CO”eCt|0n this analysis type to analyze system performance as a whole,
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Summary View
GUI Layout s ver v

- =R

Welcome r000hs X

b= o

¥

Intel VTune Amplifier XE 2013

¢ Bottom-up | | ¢% Caller/Callee | | #% Top-down Tree| |E»

Elapsed Time: 23.029s Chckmg on the

Total Thread Count: 6
Overhead Time: 0s Summary tab shows a
Spin Time: 1.888s

A significant portion of CPU time is spent waiting. Us 2 this metric to discover whic hlgh Ievel su mmary Of

implementation (for example, by backing off then de;cheduling], or adjusting the
CPU Time: 13.379s the run
Paused Time: Os

Top Hotspots Timing for the whole

This section lists the most active functions in vour application, Optim zing overal
Function CPU Time application run
sphere_intersect 5674s
grid_intersect 44675
draw_task:operator() 1.440s
Gdiplus:Graphics:Drawlmage 0.318s L|St Of 5 Hots pot
grid_bounds_intersect 0.250s f .
Others] 1.030s unctions

m

CPU Usage Histogram

This histogram represents a breakdown of the Elapsed Time, It visualizes what percentage of the wall time the specific number of CPUsg

higher than the thread concurrency if a thread is executing code on a CPU while it is logically waitihg
.

s T T
l o CPU Usage
Ele E
- ! (=}
1 L% ]
E_ 6s : E:
1= | a4
0s ' 2 3 4 5
BTEN ldeal / Over |

[

Simultaneously U;:Tl'ized Logical CT;US
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Bottom-Up View

GUI Layout
m -. b @ ﬁ ®| Welcome |

— : o = —
oy -'-'c.r'lﬂl"."ElE Tﬂrl: et W m Eﬂ‘ttﬂ‘m'u B '-_ﬂ”Er.-' '-_ﬂ”'_:E
2 J I Menii and P

A
Grouping: |Functon /Callstack | Analysis 5 __ Viewpoint currently ' Data Of Interest (CPU Metrics) W
{ i B cr . tack(s)
Function / Call Stack h,Type by Utilization~ #* Bl over bemg used — Tabs within each
— : —— dSpin T — I:
O Idic_ @ P an a2 result E—
H d_intersect m A "
e Current grouplng = analyze_loc EAE analyze_locks.exelgrid_intersect - grid.cpp -
# func@0x6b29efed 1.793s 00 1.792s ntdll.dll f
e .
+ sphere_intersect 1.732: I e Os analyze_locks.exe s analyze locks.exelint... - intersect.cpp:114
# GdipDrawlmagePointRect] 0.324s 0 0s gdiplus.dll ¢ | @nalyze locks.exels..357 - shade.cpp:139
+ grid_bounds_intersect 0.176s [l Os analyze_locks.exe c analyze_locks.exeltra.., - trace_rest.cpp:77
+ MSgWEItFDrMUltIp'EGh_]ECtS 1]1'.-’55. 01725 USER32.dI h _ana|}|z..=__||:|cks,e:{e!re,,,a|}nze_||jck5,cpp:1ﬂg
+ posdgrid 0.070s |} Os analyze_locks.exe g ahad I 68
| — |
+ InvalidateRect 'I]I.'Dﬁﬂsl 0= USER3Z.dI I .
lyze_| Grid area 257
Selected 1 rowi(s): 2.418s 0= e | anatyzq —
% v |l < m 3 analyze_lt . . _ 108 »
e o B e o L B e B
—i_ L .3 g g g s g g5 5 g g .3 g s g gs B
El o, T 0.5 1 1.5 2 2.5 3 3.5 4 45 5 5.5 B 6.5 7= 1.5 B
| I RS |
TEBE Worker Thread (TI Stack Pane
— |TBE Worker Thread (Tl
IiE'-’ TBB Worker Thread (T| _
thread_video (TID: 4324 [ bbbl o i ol bonido DLl TN TGN e[ |
WinMainCRTStartup (T1| s ssssssssssssSSS.....—.———-——————————.“- Filter area =
.  —F 7o R B R ) T W T
< y o

Timeline area

Any Process |E| Any Thread

Inline Mode: 1.1 QT Sl Functions only

* Mo filters are applied. T

Call 5tack Mode: RS glsi g0




Top-Down View
GUI Layout Clicking on the Top-

Down Tree tab changes
stack representation in
the Grid

M Basic Hotspots Hotspots by CPU Usage viewpoint (ct patel VTune Amplifier XE 2015

& Analysis Target Analysis Type| | B® Collection Log| | Bl Surmmary| | *% Bottom-up | | #% Caller/Calle = B Tasks and Frames
Grouping: |[:a|| Stack v| - @ Data Of Interest (CPU MetricE
I __ Top-level function and ZrViewing 4 10f 113 b seleq
i ction Stack o OP ?, 0 CPU Time: Self by Utilization * 21| over.., Bl 2
. . el _ It's tree ldle M Poor 0k M ideal @ Ova®d 5w 26.8% (1.748s of 6.5135)
PP T VA S 55| | .11 g
=| 4 thheinterfacetinternal: partition_typ 6.513:s [ | 90.0%
=1 4 draw_tasksoperator( 6.513: D ﬂ.mzsl 90,09 [ 2nalyze lock..ead.cppids |2
= 4 render_one_pixel 4.669: 0.013s| 0.0% | _ analyze_lock...ocks.cpp:166
= " trace 4.645: [ (1 0.0% |~ | analyze_locks.. tioner.h:257
=1 4 shader 4-"}455_ "]-"}355| 0.0% analyze_locks...el_for.h:108
=1 4 shade_reflection 2.392: (N 0.010s | 0.0% analyze_locks../lel_for.hi:24
=1 trace 2.323: (N 0s 0.0%
=| 4 shader 1.799: D) 0s 0.0% Self Time
= "4 shade_reflection 1.319: (N 0s 0.0% .
2 brace 13195- e 0.0% analyze_locks..rest.cppi123
= 4 shader 1],9'.-“95- 1],1]31}5| 0.0% analyze_lock...ender.cpp93
+ u shade_reflectiet| \0.554< [} s Total Time analyze_lock... api.cpp:124
Selected 1 row(s): 6.513s | (self + children’s) v W analyze lock...deo.cpp:159
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Caller/Callee View

G U | LayO ut Select a function in the
Bottom-Up and find the

caller/callee
M Basic Hotspots Hotspots by CPU Usage viewpoint (change) Tune Amplifier XE 2015
& Analysis Target Analysis Type| | B Collection Log| | Bl Summary| | #% Bottom-up| EYREIENEEY |+% Top-down Tree| | BB Tasks and Fram| P
. CPU Time: Total bv Utilization - CPU Time: Total by Utilizatior Bl
Function i . . Callers
|@idi= | List of functions sorted 0 idle @ Poor 0Ok [llideal [ Over
thread_trace £.513s| by CPU Time m =I grid_intersect 1421
thh:interfacet:internal:start_for<: 5.5135— +intersect_ohjects 3.9435_
[TEE parallel_for on class draw_tasl: 5.5135_ = + grid_intersect 1}.5385.
thbuinterfacet:internal:partition_t, 6513 List of callers and '
: S13s T ; !
draw_task u:up.eratcurCI £.513s their stacks
render_one._pixel 46695 [ I s
trace o E— S — P
intersect_ohjects 4512 < N m -
_gridntersect . flassl 0000 |
shader 41}455 Callees CPU Time: Total by Utilizatior n
shade_reflection 2292 Oidle B Poor OOk B Ideal B O
func@0x6b29efed 1.793: =| grid_intersect a0
pthread_mutex_lock 1,790 I + sphere_intersect 1.735: DI =
sphere_intersect 1.725: D + grid_bounds_inters 0.176s )
_tmainCRTStartup 0.595: [ List of callees and = # pos2grid 0.070s]|
WinMain 0.595< [ their stacks # Raypnt 0.048s|
main 0.595s [ + tri_intersect 0.022s]
Videoumain-loon 0.551= [l # security_check_cog)  0.010s|
Selected 1 row(s): 44815 w selected | rowis): 448415 v
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Adding User Marks to the Timeline
GUI Controls

B Stop

Resume data collection

7 m—— when needed

Start application w .
PP Observe paused region

without data collection _ ) .
O N L L e L S L e on the Time Line

T 5 10 155 20s 255 30s 355 40,5333
I T S T R ST . E =i

wWWinMainCRTStartu. . Click “Mark Timeline”

. ) bal Mark
Thread (0x1598) during collection e
TBE Worker Thread ... -

“woid UTILITYDLL::T...

TBB Worker Thread ...
TBB Worker Thread ...
TBEB Worker Thread ...
TBB Worker Thread ...
TBB Worker Thread ...
TBB Worker Thread ...
TBB Worker Thread ...
TBB Worker Thread ...

ToD Llarlemer Thea—d 4 -1 &

Observe the mark on
the Time Line

Thread

CPU Usage .

Thread Concurrency
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Key Result Analysis and
GUI Concepts
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Result Analysis
GUI Concepts

Viewpoints
» |tis a pre-defined view that determines what needs to be displayed in the
grid and timeline for a given analysis type

= An analysis type may support more than one view points
= To change viewpoints, select a viewpoint by clicking on

8 Basic Hotspots Hotspots viewpoint|(change)|®

& Analysis Target Analysis Type| | BB Collect - ) Bottom-up [REeReE] e[

Hotspots

Task Time

Copyright © 2015, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Result Analysis
GUI Concepts

Groupings

» Each analysis type has many viewpoints

= Each viewpoint has pre-defined groupings

= Allows you to analyze the data in different hierarchies and granularities

Grouping: [Module J/ Function [ Call Stack

Module / Function / Call Stack CPU Time wr
Eltachyon_analyze_locks.exe 13.367= _
=l sphere_intersect 5674s -
‘ & grid_intersect 5674

Grouping:  Thread / Function { Cal Stace - grl _interse = [

FOncton  Cal Stk =l grid_intersect 44675 -

Source Function ( Function / Call Stack . intersect_chjects 4.053s -

- Module f Function / Call Stack -

HSBhErE N e / Basic Block / Call Stack ™ grid_intersect 04145
grid_inte Module [ Code Location [ Call Stack =l draw_task::operator() 1.640s .

Module / Function / Function Range [ Call Stack
[+
_ dla:w_tas Process f Function [ Thread [ Call Stack
Gdiplus:: process / Module / Function [ Thread / Call Stack ) :
grid_bo Process /Module |/ Thread / Function / Cal Stack Grouping: [Thread { Function / Call Stack

= Procese [ Thraad fModule J Function f Call Stack
g S~ Thread / Function / Call 5tack CPU Time wr
os2arid Class I|'|:LJI'|CtiII)I'I ,“:E" Stack _
P_ 5 g Source File f Class  Function [/ Call Stadk Hfunc@0x781329e1 (0:3798) 5983
SItri_Inters Tk Type [ Function / Call Stack Hfunc@0x781329¢l (x3afd) 2.502< (I
rallel {Frame Domain f Frame [ Function / Call Stack .
= = Frame Domain / Frame Type / Function [ Call Stack Elthread_video (0x2f34) 2.334s ()

Frame Domain [ Module [ Function [ Call Stack Elsphere_intersect 0.975< .
[ Internaly Frame Domain / Frame Type / Frame / Function / Call Stack =

Frame Domain [ Frame Type / Frame [ Thread [ Function / Call Stack =T grid_intersect 0875 .

Frame Domain [ Frame Type / Frame [ Task Type [ Function / Call Stack =~ intersect_objects 0.957s .
[ r || S — [ T shader 0.625: [l

F. trace 0.333:) ntel | 0

timization Notice
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Viewpoints and Groupings

For example, pre-defined groupings can be used to determine load
imbalance

8 Basic Hotspots Hotspots viewpoint (change) @

€ Analysis Target Analysis Typ
L=

- = Function/Thread
Grouping: [Prm:ess J Function f Thrzad j Call 5t

Process / Function / Thread / Call Stack CPU Time w

12.379< (I
567s

Eltachyon_analyze_locks.exe

H func@0x781329€l (0:3798) 2.333s (D)
Ffunc@xT813291 ((w3afd) 1.130= [0
Fthread_video (Dx2f34) 0.875s .

F func@0x781329e1 ((:304c) 0.686< [l
grid_intersect 4.467= _
draw_task:operator() 1.640= -

[+ Gdiplus:Graphics:Drawlmage 0.318sf)
grid_bounds_intersect U.Eﬂsl
Hvideo:main_loop U.lSle

Frame Domain f Frame Type [ Frame f Thread [ Function / Call Stack
Frame Domain / Frame Type [ Frame / Task Type f Function [ Call Stack
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Key Concepts

Results Comparison

VTune™ Amplifier XE allows comparison of two similar runs

Extremely useful for:
= Benchmarking
= Regression analysis

= Testing

During performance optimization work source code may change
» Binary recompiled: compare based on source function
» Inside a function: compare based on functions level

» Functions changed: group by source files and compare

= Source files changed: compare by modules
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Results Comparison

File View Help
s | 2 F e | @ b

™ Concurrency Hotspots by Thread Concurrency viewpoint (change) @

i Surmmary %) eladaly BTl | #'s Caller/Callee | | ¢ Top-down Tree

Grouping: [Funcﬁun JCall stack

Function / Call Stack CPU Tirme: Difference by CPU Time: d0lcc ... » CPU Tirne: 03cc ...

Utilization Dide @ Poor 0Ok MIde@Idle @ Poor [0k

sphere_intersect 05175 56885l 630458
[ grid_intersect 12125 | 1193z 5.406s
draw_task::cperator() -0.088s 2.229: l 2.318s l ]
[ parallel_thread 0.904= 1.4585' 0.554=
grid_bounds_intersect 0129< 0.385s 0.256s
[ Gdiplus:Graphics:Drawlmage -2.328s I 03525 26805

| | internalvwndrroc L4351
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Analysis Types Revisited

| ab Activities
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Reminding the methodology

of performance profiling and tuning

The Goal: minimize the time it takes your program / module / function
to execute

 |ldentify Hotspots and focus on them

 It's just a few functions (20% of code does 80% of job)
* Optimize them (with compiler or hand optimizations)

* Check for hotspots again, and find new ones

How to optimize the Hotspots?
« Maximize CPU utilization and minimize elapsed time

Ensure CPU is busy all the time

All Cores busy — parallelism

Busy with useful tasks

Optimize tasks execution
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Performance profiling
Terminology

Elapsed Time
The total time your target application ran. Wall clock time at end of application
— Wall clock time at start of application

CPU Time
The amount of time a thread spends executing on a logical processor. For
multiple threads, the CPU time of the threads is summed.

Wait Time
The amount of time that a given thread waited for some event to occur, such as:
synchronization waits and 1/O waits
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Performance profiling
CPU Usage

1sec ! 1sec ! 1sec ! 1sec

Elapsed Time: 6 seconds
CPU Time: T1(4s)+ T2 (3s) + T3 (3s) = 10 secon
Wait Time: T1(2s) + T2(2s) + T3 (2s) = 6 seconds
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CPU Usage

How it's presented by VTune Amplifier

Summary View: CPU Usage Histogram

§:
i~
o
0 S E3 ED 7 5
| Ok | )
Simultaneously Utilized Logical CPUs O n Iy C PU T| me measu red

Wait Time is not counted

in Hotspots
Bottom-Up View: CPU Time

Function CPU Time By CPU Utilization

My Func() 10 s
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Performance profiling
Overhead and spin Threading

.. library internals "
! ! ! ! /_I/ !
:m!%
I f'm_g
I
| m_]
l - lib running or spin
' (Spinwat D N\

! 1sec ! 1sec ! 1sec ! 1sec ! 1sec !

Elapsed Time: 6 seconds
CPU Time: T1 (4s) + T2 (3s) + T3 (3s) = 10 seconds
Wait Time: T1(2s) + T2(2s) + T3 (2s) = 6 seconds
Overhead and spin Time: T1(1s) + T2(1s) + T2(1s)

CPUUSage

Optimization Notice Copyright © 2015, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



CPU Usage

How it's presented by VTune Amplifier

Summary View: CPU Usage Histogram

Overhead and Spin Time is
not counted for CPU Usage

0 0
Simultaneously Utilized Logical CPUs

Bottom-Up View: CPU Time

Function CPU By CPU Utilization Overhead and Spin
Time Time

My Func() 10s 3s
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Hotspots analysis
Hotspot functions

Grouping:  |Function [ Call Staw

change) @

LSRRI o Caller/Callee

v] Bl [@&] %]

Summary

ey 55/ #  Module Function (Fulll = Sol~ [ Viewing 4 10f23 B selected
Adjust Data Grouping ’ Task Time e - 30.0% (0.725s of 2.418s)
JFunction fCall Stack 1-?995-‘ analyze_locks.exe  pthread_mutex_lo .. pthre e _ "
Module Function (Call Stack 1.723: . Ls.exe sphere_intersect | spher analyze locks...t - grid.cpp
[Source File [Function (Call Stack  zge 02220 Funct!on exe Gdiplus:Graphics:... gdipl analyze_lock..sect.cpp:114
[Thread [Function /Call Stack 01885l CPU time ~s.exe  videoumain_loop .. winvi ‘ analyze_lock..ade.cpp:139
e 0176 ) 'anar}-ze_l'cncks.exe grid_bounds_inte ... grid. analyze_locks..._rest.cpp:77
... (Partial list shown) 0.070s ) analyze_locks.exe posdgrid grir analyze_lock...ocks.cpp:109
Im:rawrrlg_area::n»urawrng_area 22?435! ana!yze_!ncrcs.exe grawirl?:ar? Ealll simek - lock...ocks.cpp: 168
Click [+] for Selected 1 row(s): 2418 g halyze_locks...el_for.h:108
Call Stack Thread
i\ timeline 155 25 25 35 35 45 45 5 555 65 655 Vs T35 8s Thread |E|
TBB Worker Thréax.. A i ik M b b T -
= 758 Worker Tread (1 P, o by Timetine  ggf[| 2L
Z[TBB Worker Thread (T I Sclection (or by Grid g - o
thread_video (TID: 4324 I S¢ection) W |V CPusemele
——— — [v] CPU Usage
CPU Usage Filter by Module & e Uk CPU Time
Other Controls > »

(o)

timization Notice

Viewpoint

*s Top-down Tree

CPU Time

Intel VTune Amplifier XE 2015

BR Tacks and Fram| #

V]

<
* Mo filters are applied. T
RS T A S Only user functions Inline Mode: LT T B Functions only

Any Process w [ Any Module
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Hotspots analysis
Hotspot functions by CPU usage

8 Basic Hotspots Hotspots by CPU Usage viewpoint (chang

e) @ Intel VTune Amplifier XE 2015

Collection Log | | Bl Summary | B Reaum] | % Caller/Callee| | #% Top

v| Bl [&] ]

. = M B
%# Analysis Target Analysis Type | | B8 n Tree

BB Tasks and Fram }

Grouping: |Fun|:tinn | Call Stack Data Of Interest {CPU Metric |E|

Friiewing 4 1of 23 I selects
. CPU Time by Utilization * B Overhead ~ -
Function / Call Stack and Soin Ti Module _ 30.0% (0.725s of 2.418s)
0 idle [ Poor [ Ok [l ideal [ Over PR AL =
# grid_intersert 241es T 0s analyze locks. id_i
. gncInterss = S| analyze oChs.oxe 9n 'I_ analyze_locks.t - grid.cpp -
pthread_r" ‘= lock 1.'.-"9115— 1.788s analyze_locks.exe pthre;
1.733: (. “analyze locks.exe spher [ Snebetock. sectcppTls
Double Click Drawlmage 0.324< 0P Overhead \ocks.exe Gdipls analyze_lock..ade.cpp139
Function 0.12° ks.exe video analyze_locks..._rest.cpp?7
; ' ' and Spin ' . - -
to View Source et C(_)lonng CPU . P ks.exe grid_E analyze_lock..ocks.cpp: 108
esan Time by CPU \ Time fcks.exe | posle
po==g \ Utilization / Q tUEES pos-L analyze_lock..ocks.cpp 168
Selected 1 row(s): < 2.418s T ¥ W analyze locks...el_for.h:108
4 > € V > nalvze ln 0 o205 "
¢y e L . -~
el T8I |...1?.5.5...1|5 1.55 Thread |E|
TBB Worker Thread (T] AL At b S ML s D b S s sy |~ B0 Running
T |TEE Worker Thread (Tl [7] duk CPU Ti
@ ime
= |TBE Worker Thread (T| =
= or- er Thread (T Sk Overhea...
thread_video (TID: 4324 .
S — — Overhead and Spin []® CPU Sample
CPU Usage on Timeline CPU Usage
< R M CPU Time | .

*

Mo filters are applied. - |E| Any Thread |E| Any Module

Any Process

timization Notice
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Hotspots analysis
Source View

Source wpoint (ct Intel VTung
Assembly

@ Analysis VP EC il Summary | | #% Bottor Top-down Tr

View

| Source '] |( Aszembly . . . . . . . @ Assembly grouping: rAdm
S0.a Source CPU Time: Total ™ Address - Sour.., Assermnbly CPU Time: Total -
572 tmax.x += tdelta.x; OnedDeif 1 581 cop dword ptr [eax+edx*4], ec 542.3I5Dm5_
573 curpod = nip; OredDelif4 581 jz Oxd40eldd <Block 49>
574 n¥p.x += pdeltal.x; Oxcd0e0f6 Block 47:
575 n¥p.y += pdeltaX.y: OoedDelf b 582 mov edx, dword ptr [esi+0xd] STS.EZSms-
576 n¥p.z += pdeltaX.z; OnedDelfa 582 mov edx, dword ptr [edx] 52.595ms'
577 } OedDelfb 582 mov dword ptr [eaxt+edx*4], ec 42.'.-"'.-"4msl
578 else if (tmax.z < tma o€lfand Total Time on Od0elfe 583 mr dunrd nrr feaisival | 54.972ms]
579 cur = g-rcella[voxi Source / Asm Ded0el101 583 Right click for instruction 37.383ms |
580 while (cur != NULL) I . 040104 583 reference manual 6.785ms|
581 if (ry->mbox[cur-»cbi->id] !'= ry-> 263.901ms (N 0x40e106 | 583 =T pusH EdT T 32.718ms|)

ry->mbox [cur-»obj->id] = r:.r—:rser Oed0e107 | 583 push eax 31.D2Dm5|
583 £-robj->methods->intersect (cur 34—4.992m5. wd0e108 583 call =dx 2[14.4[14m5-
: Quick Asm navigation: 0x40e10a Block 48: =
5 Select source to highlight Asm 355.913m5- . Owd0el10a 583 add esp, 0x8 E
Sew ' —| | Ox40e10d Block 45: =
587 CUrvoX.Z += Step.z; 11.005ms | _|| 0xd0e10d 585 Click jump to scroll Asm  69.080ms =
588 if (ry-»maxdist < tmax.zZ || CUurvox.z ED.QBDm5| I; O 0e10f 585 e = 95.833m5. =
589 break: B ® | a0e111 585 jnz Ox40eled <Block 46> =
590 voxindex += 3t . ' — | 0x40e113 Block 50: B
591 tmax.z += tdel QUICkly scroll to hot SPOtS' Owd0e113 | 580 movad xmml, gword ptr [esp+0ix 9.9D9m5| E

Scroll Bar “Heat Map”isan Highlighted 3 row(s): 470.59%ms |~ |
overview of hot spots
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Intel® VTune™ Amplifier XE
User APIs

User APIs
e (Collection Control API
* Thread Naming API

« User-Defined Synchronization API
 Task API

 User Event API

* Frame API

« JIT Profiling API
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User AP

Enable you to
« control collection
« set marks during the execution of the specific code

» specify custom synchronization primitives implemented
without standard system APlIs

To use the user APIs, do the following:
* Include ittnotify.h, located at <install_dir>/include

* Insert _itt_* notifications in your code

* Link to the libittnotify.lib file located at <install_dir>/lib
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User AP

Collection control and threads naming

Collection Control APlIs

void __itt_pause (void) Run the application without collecting data. VTune™
Amplifier XE reduces the overhead of collection, by
collecting only critical information, such as thread and
process creation.

void __itt_resume (void) Resume data collection. VTune™ Amplifier XE resumes
collecting all data.

Thread naming APIs

void __itt_thread_set_name (const Set thread name using char or Unicode string, where
__itt_char *name) name is the thread name.

void __jtt_thread_ignore (void) Indicate that this thread should be ignored from
analysis. It will not affect the concurrency of the
application. It will not be visible in the Timeline pane.
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User AP

Collection Control Example

int main(int argc, char* argv|[])

{

doSomeInitializationWork () ;

__itt resume();
while (QRunning) ({
doSomeDataParallelWork () ;

}
__itt pause();

doSomeFinalizationWork () ;
return 0;
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User AP

User defined synchronization APl example

long spin = 1;

__itt sync prepare((void *) &spin );
while (ResourceBusy) ;

// spin wait;
__itt sync _acquired((void *) &spin );
// Use shared resource
itt sync _releasing((void *) é&spin );

// Code here should free the resource

Optimization Notice Copyright © 2015, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



User AP

User Event APIs

« Useful to observe when certain events occur in your
application or identify how long certain regions of code take to

execute

 Event APIs enables you to annotate an application when
certain events occur

__itt_event __itt_event_create(char *, int);
__itt_event_start(__itt_event);
__itt_event_end(__itt_event),

Copyright © 2015, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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User AP

User Event APIs reference

__itt_event __itt_event_create(const Create a user event type with the specified name. This API

__itt_char *name, int namelen ); returns a handle to the user event type that should be
passed into the following APIs as a parameter. The
namelen parameter refers to the number of characters,
not the number of bytes.

int __itt_event_start( __itt_event event); Call this APl with an already created user event handle to
register an instance of that event. This event appears in
the Timeline pane display as a tick mark.

int _itt_event_end( __itt_event event);  Call this API following a call to __itt_event_start() to show
the user event as a tick mark with a a duration line from
start to end. If this APl is not called, the user event
appears in the Timeline pane as a single tick mark.
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User AP

User Event APIs example

DWORD WINAPI aiWork (LPVOID lpArgqg)
{
int tid = *((int¥*)1lpArqg);
__itt event aiEvent;
aiEvent = itt event create("AI Thread Work",614);

while (QRunning) ({
WaitForSingleObject (bSignal[tid], INFINITE) ;

__itt event start(aiEvent);
doSomeDataParallelWork()
__itt event end(aiEvent);
SetEvent(e81gnal[t1d])
}

return 0;
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User AP

Visualizing Events in the Timeline View

—rrrrrrrrrrrrrrrrrrrrrr
O i C= T 0.01s 0.07s 0.09s 0.11s
func@Ox 4044
__kmp_launc [
OMP Worker -’ - i -
OMP Worker “d'g i— —i i —
OMP Worker OMP Worker Thread #2 (Ox10fa) & ==
_ User Tasks
E User defined Start: 29.651ms Duration: 231.248us
E task Task Type: F2
|_ \\‘\\»‘ .
User Tasks
Start: 29.882ms Duration: 217.747us
Task Type: F2
User Tasks
Start: 30.101ms Duration: 218.356uUs
Task Type: F2

User Tasks

CPU Usage ‘Start: 30.319ms Duration: 223.247us _
Task Type: F2
Thread Con... '4 out of 8 User Tasks Item(s) shown .
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Performance Profiling
Frame Analysis

Application

Frame Analysis -
Analyze Long Latency Activity

Frame: a region executed repeatedly (non-overlapping)

« APl marks start and finish B D NULL

* Auto detect DirectX frames
itt_frame_end_v3(pD, NULL);

Examples:
* Game - Compute next graphics frame

=0;k < N; ++k) {

« Simulator — Time step loop }
« Computation — Convergence loop

57

Frame Count

[ [f [[[[[ f[r 1 B3 s

o s N £ ine a 1N -
BB6 1284 1702 2110 2517 X925 3333 3741 4148 4557 45465 5373 VBl 618% 6557 YOOR  T413 TEIL

Frame Rate il'ltell 53
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User AP

Frame APIs reference

__itt_domain* _itt_domain_create(
const __itt_char *name ),

void __itt_frame_begin_v3(const
__itt_domain *domain, __itt_id *id);

void __itt_frame_end_v3(const
__itt_domain *domain, __itt_id *id);

Optimization Notice

Create a domain with a domain name.

Since the domain is expected to be static over the application's
execution time, there is no mechanism to destroy a domain. Any
domain can be accessed by any thread in the process, regardless of
which thread created the domain. This call is thread-safe.

Define the beginning of the frame instance.

A __itt_frame_begin_v3 call must be paired with a
__itt_frame_end_v3 call.

Successive calls to __itt_frame_begin_v3 with the same ID are

ignored until a call to __itt_frame_end_v3 with the same ID.

*domain is the domain for this frame instance.

*id is the instance ID for this frame instance, or NULL.

Define the end of the frame instance.

A __itt_frame_end_v3 call must be paired with a
__itt_frame_begin_v3 call. The first call to __itt_frame_end_v3 with

a given ID ends the frame. Successive calls with the same ID are

ignored, as are calls that do not have a matching
__itt_frame_begin_v3 call.

*domain - The domain for this frame instance

*id - The instance ID for this frame instance, or NULL for the current

instance.
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User AP

Frame APls example

__itt domain* pD = jitt domain create ("SimDomain") ;

while (QRunning) {
__itt frame begin v3(pD, NULL);

start = clock();
//Wait all threads before moving into the next frame
WaitForMultipleObjects (FUNCTIONAL DOMAINS, eSignal, TRUE,
INFINITE) ;
stop = clock();
//Give all threads the "go" signal
for (int i = 0; 1 < FUNCTIONAL_DOMAINS; i++)
SetEvent (bSignal[i]) ;
if (frame % NETWORKCONNETION_FREQ == 0) {
//Start network thread
SetEvent (bNetSignal) ;

}
__itt frame end v3(pD, NULL) ;

i'ntelﬂ | 55
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Frame Analysis
Summary View / Frame Rate Chart

(» Frame Rate Chart

This histogram shows the tota @ames in your application executed with a specific frame rate. High number of slow or fast frames signals a
performance bottleneck. Explore the data provided in the Bottom-up, Top-down Tree, and Timeline panes to identify code regions with the high/slow
frame rate. Try to optimize your code to keep the frame rate constant (for example, from 30 to 60 frames per second).

91

Frame Count

16.62 19.09 2157 24.05 2653 29.00 3148 33.96 36.44 3891 41.339 387

| %SlowFrame | %GoodFrame | %FastFrame |

& &

Frame Rate

Adjust the frame rate thenjApply|changes
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Frame Analysis
Find Slow Frames With One Click

(1) Regroup Data

Before: List of Functions Taking Time

Grouping: [Function | Call Stadk

Function - Call Stack

Module - Function - Call Stack & dilStopPlugin

Function / Call Stack

i

CPU Timew Module

Source File - Function - Call Stack [ FireQbject:checkCollision

7.394= (I FenderSystem_Direct309.0LL L

SystemProceduralFire.DLL

Thread - Function - Call Stack
Function - Thread - Call Stack
OpenMP Region - Function - Call Stack
Task Type - Function - Call 5tack

T e i Bl o i me

Frame Domain - Frame - Function - Call Stack d

Frame Domain - Frame Type - Function - Call Stack

... (Partial list shown)

[# FireObject:ProcessFireCollisionsRange

Ogre:FileSystemArchiveropen
TaskManagerTBE::WaitForSystemTasks
Ogre:Timer:getMilliseconds

Selected O row(s):

N

5.294< (I
3.516 (IR

2,012 [

1.708s (D

1 G0 -

SystemProceduralFire.DLL
OgreMain.dll

Smoke.exe

OgreMain.dll

I PR el P 1]

L

After: List of Slow Frames

Grouping: [Frame Domain / Frame / Function / Call Stack

Frame Domain / Frame / Function / Call Stack

=1 Smoke:Framework:execute()

1
#1225
2
226
#1482

[ EE
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Frame Analysis

Find Slow functions in slow frames

(1) Only show slow frames Result:
—— —3| Functions taking a lot of time in slow frames

Frame Domain / Frame / Function / Call Stack CPU Timev w* Frame Time

= Smoke:Framework:execute() 421065 _ 13.196s [

] i Hotspots - Hotspots /4 @ Intel VTune Amplifier XE 2013
| oan]
I & Analysis Target Analysis Type | | ¥ Summary +% Top-down Tree| | B Tasks| [»
-EEI
Show Data as o 14205 - Grouping: [Funcﬁon J Call Stack v]
Hide Calumn Function / Call Stack CPU Timew ¥ Module i
Show All Columns dpenAdapter 532.759ms (N igdumd32.dll L4
% Set Column as Data of Interest [“IFireObject:checkCollision 300.169ms _ SystemProceduralFire.DLL
_ dliStopPlugin 222407 m= ([ RenderSystern_Direct308.DLL
2 Copyta Clinhozrd s Scheduler:Execute 159.260m= ([ Smoke.exe
Filter In by Selection FireObject:ProcessFireCollisionsRange | 96.050ms [ SystemProceduralFire.DLL
Filter Uut by Selection Ogre:Timer:getMilliseconds 66.379ms [ Ogrehain.dll
(2] A = bial Lm Al b mCmm e CQ 21 u--!—- Coordmmn AT T
Highlight Selection in Other Panes Selected 1 row(s): 717.802ms =
4 [ (] 1 b

(2) Regroup: Show functions

Function - Call Stack

Module - Function - Call Stack
Source File - Function - Call Stack
Thread - Function - Call Stack
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User AP
Task APIs

- A task is a logical unit of work performed by a
particular thread

» Tasks can be nested
* You can use task APIs to assign tasks to threads

* One thread executes one task at a given time

- Tasks may correspond to functions, scopes, or a case
block in a switch statement
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User AP

Task APIs reference

Use This Primitive To Do This

void __itt_task_begin ( const __itt domain Create a task instance on a thread. This

*domain, __itt_id taskid, _itt_id parentid, becomes the current task instance for that

__itt_string_handle *name) thread. A call to __itt_task_end() on the same
thread ends the current task instance.

void __itt_task_end (const __itt domain End a task instance on a thread.

*domain)

__itt_domain The domain of the task.

__itt_id taskid This is a reserved parameter.

__itt_id parentid This is a reserved parameter.

__itt_string_handle The task string handle.
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User AP

Task APIs example

__itt domain* domain = __ itt domain create(L"Task Domain") ;
__itt string handle* UserTask = __ itt string handle create(L"UserTask");
__itt string handle* UserSubTask = __ itt string handle create(L“UserSubTask");

int main(int argc, char* argv([])

{

__itt task begin (domain, _ itt null, itt null, UserTask);
//create many threads to call work()
__itt task end (domain);

work ()

{
__itt task begin (domain, __ itt null, _ itt null, UserSubTask);

do_foo();
__itt task end (domain);
return O;
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Using Task AP

Hotspots analysis — Bottom-up view

M Hotspots - Hotspots /~ @ Intel VTune Amplifier XE 2013

& Analysis Target Analysis Type| | # Summary ¥ Top-down Tree| | B Tasks

Grouping:

Task Type / Function [ Call Stack -

CPU Function/CPU Stack - ||

} } % Viewing 4 1of1 P selecty
Task Type / Function / Call Stack CPU Time « Module

Function...
100.0% (3.448s of 3.448s) |
E User SubTask 3.557s [
~ work  BaseThreadnitThunk < _RtlUserTh| 3.448s (NN taskAPlexe work(voi.. [J13SkAPLexeiwork - task..
!
# RTC_CheckEsp D.D??s.l taskAPLexe RTC Che.. kernel32.dll'BaseThrea...
!
[Outside any known module] 0.031s [Unknown] | [Outside.. ntdll.dll!_RtlUserThre...
!
® User Task [}.2965l ntdll.dll!_RtlUserThrea...

work (Oxdad)
Selected 1 row(s):

<[] Ak

User Tasks
Start: 445.723ms Duration: 1.014s

Cut 0.1s 02s 03s 04s 05s 0.6s D.?Task Type]User SubTask < |[¥ Thread
mainCRTStartup ( -. 2 [v] B Running
- work (Ox12dd) |I CPU Time duk CPU Time
o 25.247%
j= wmké[:;ig;?} ,—=~— [¥] == User Tasks
=|  wor |
work (Oxda4) [ L CPU Usage
5 duk CPU Time
4 P o»
Opti




Using Task AP

Hotspots analysis — Task view

™ Hotspots - Hotspots /& @ Intel VTune Amplifier XE 2013

& Analysis Target Analysis Type| | H Summary| |+ Bottom-up| ++ Top-down Tree

QO Q= O 01s 02s 03s 04s 055 065 0. 095 1s 11s 125 135 14s < |[¥IThread
mainCRTStartup ( < @ Running
Ox13d4) T | iuk CPU Time

User Tasks
work (Ox12d0
( : User SubTask CPU Usage
r \ bk CPU Time
= | work (Ox1bb0) work (Ox12d0)
E User SubTask
E e User Tasks
work (0xf58) ‘ Start: 401.282ms Duration: 1.011s
User SubTask Task Type]User SubTask
work (Oxdad)
User SubTask
CPU Usage
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Command Line Interface

Command line (CLI) versions exist on Linux* and Windows*

= CLI use cases:
» Test code changes for performance regressions

= Automate execution of performance analyses

= CLI features:
» Fine-grained control of all analysis types and options
» Text-based analysis reports
= Analysis results can be opened in the graphical user interface
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Command Line Interface
Examples

Display a list of available analysis types and preset configuration levels

Run Hot Spot analysis on target myApp and store result in default-
named directory, such as rOOOhs

amplxe-cl —-c hotspots —-- myApp

Run the Cuncurrency analysis, store the result in directory rOO7par

amplxe-cl -c concurrency -result-dir r00Olpar -- myApp
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Command Line Interface
Reporting

$> amplxe-cl -report summary -r
/home/userl/examples/lab2/r003cc

Average Concurrency: 9.762

Elapsed Time: 158.749
CPU Time: 561.030
Wait Time: 190.342
CPU Usage: 3.636

(o)

Executing actions 100 % done
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Command Line Interface
Gropof-like output

[Llevent@hlasnb AXE lab3]$ amplxe-cl -report gprof-cc -r /fhome/levent/examples/cern/labs/AXE lab3/ro83cc
Using result path ~/home/levent/examples/cern/labs/AXE lab3/ree3cc’
Executing actions 58 % Generating a report

Index % Walt Time:Total Wait Time:Self Children Name Index
196,104 198,184 G4RunManager: :BeamOn [22]
[@] 99.88 196.104 0.8 ParRunManager: :DoEventlLoop [B]
B.162 B.162 operator== [17]
B.025 B.025 G4RunManagerkernel: : G4RunManagerkernel [11]
2] B.e081 RunAction: :EndOfRunAction [2B]
[1] B.1 B.186 B.001 G4strstreambuf: :sync [1]
B.e81 B.081 G4MycoutDestination: :ReceiveG4cout [5]
B.033 158.141 func@dx416c28 [7]
[2] 83.08 B.033 158.108 main [2]
6] 158.108 G4 main [18]
B.ee2 B.e82 CLHEP: :HepRandom: : showEngineStatus [22]
[3] B.a B.e82 B.e CLHEP: :RanecuEngine: : showStatus [2]
T
0.001 0.001 G4 main [18]
[4] n.o p.e01 n.o G4MycoutDestination: : G4MycoutDestination [4]
B.ee1 B.e081 Gdstrstreambuf: :sync [1]
[5] 0.0 B.e01 B.o G4MycoutDestination: : ReceiveG4cout [5]
8 8 G4UImanager: :ExecuteMacroFile =cycle 1= [28]
[B] f.8 0.0 f.8 G4UIbatch: :G4UIbatch [B]
[7] 83.08 0.0 158.141 func@ox416c28 [7]
B.033 158.141 main [2]
5] 19@.1a7 G4_main [18]
[&8] 99.88 0.8 198.187 =cycle 1 as a whole> [&8]
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Command Line Interface
CSV output

$> amplxe-cl -report hotspots -csv-delimiter=comma -format=csv -
report-out=testinglll -r r003cc

Function,Module,CPU Time,Idle:CPU Time,Poor:CPU Time,Ok:CPU
Time,Ideal:CPU Time,Over:CPU Time

CLHEP: : RanecuEngine: :flat, test40,50.751,0,0.050,0.081,0.080,50.541
G4UniversalFluctuation: : SampleFluctuations, test40,32.730,0,0.030,0.
070,0.010,32.620

sqgrt, test40,19.060,0,0.010,0.070,0.030,18.951

G4Track: :GetVelocity, test40,15.330,0,0.030,0.030,0.040,15.230
G4VoxelNavigation: :LevellLocate, test40,14.460,0,0.020,0.010,0.040,14
.390

G4Step: :UpdateTrack, test40,14.090,0,0,0.030,0.020,14.040
G4NavigationLevelRep: : G4NavigationLevelRep, test40,13.721,0,0.030,0.
020,0.040,13.631

exp, test40,13.438,0,0.038,0.010,0.060,13.330

log, test40,13.340,0,0.180,0.020,0.110,13.030

G4PhysicsVector: :GetValue, test40,11.970,0,0.020,0.020,0.050,11.880
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Remote Data Collection

O)

Local System Remote System
VTune™ Amplifier XE Lightweight command line
Full user interface , ssh . collector
1. Setup the experiment using project - Proe P i
GUI locally Target | Binary/Symbol Search | Source Search | B
Target systermn:  remote Linux (55H) v] S5H details:  username@hostname -

2. Configure remote target
connection* |

Target type: ’L,aunch Application v]

Launch Application
3_ SpeC|fy app“cat'on to run | Enecify and configure your analysis target: an application or a script to execute. Press F1 for more details.
Application: - i

Run analysis and get results
Cop|ed to the Host Application parameters: -

automatically.

"Need to establish a passwordless ssh-connection
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Remote Data Collection

Advanced
X
= =\F |
Am|
= Local System Copy command line Remote System Lightweight

VTune™ Amplifier XE :
. command line collector
Full user interface

Copy results file

1. Setup the experiment using One typical model

GUI locally e Collect on Linux, analyze and display on Windows

2. Copy command line = The Linux machine is target
instructions to paste buffer

3. Open remote shell on the e Collect data on Linux system using command line tool

target system = Doesn'trequire a license
4. Paste command line, e Copy the resulting performance data files to a
run collection Windows* system

5. Copy result to your system e Analyze and display results on the Windows* system

6. Open file using local GUI = Requires a license
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Summary

The Intel® VTune Amplifier XE can be used to find:

Source code for performance bottlenecks
Characterize the amount of parallelism in an application

Determine which synchronization locks or APIs are limiting the parallelism in
an application

Understand problems limiting CPU instruction level parallelism

Instrument user code for better understanding of execution flow defined by
threading runtimes
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Questions?
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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES NO
LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS
INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE,
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY RIGHT.

Software and workloads used in performance tests may have been optimized for performance only on Intel
microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases, including the performance of that product when combined with other products.

Copyright © 2015, Intel Corporation. All rights reserved. Intel, Pentium, Xeon, Xeon Phi, Core, VTune, Cilk, and the Intel
logo are trademarks of Intel Corporation in the U.S. and other countries.

Optimization Notice

Intel’'s compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that
are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and
other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended
for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding

the specific instruction sets covered by this notice.
Notice revision #20110804
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