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Electroweak Bosons γ,W,Z in Heavy Ions: 
PHYSICS

The electroweak bosons can only interact with 
gluons at one loop and beyond, thus enabling: 

• Estimation of effective parton distribution 
functions in collisions involving heavy ions 

• Study of the binary scaling assumptions made in 
modeling ion-ion collisions 

• Tool for validation of centrality modeling 

• Approximate calibration of initial jet energies in 
boson-jet events



ATLAS Results for EW Bosons
Pb+Pb collisions: 

• W bosons in Pb+Pb, Eur. Phys. J. C75 (2015) 23, 1-30 

• Z bosons in Pb+Pb, PRL 110 (2013) 022301 
• Inclusive photons in Pb+Pb, PRC 93, 034914 (2016) 
• γ+jet momentum imbalance in Pb+Pb, ATLAS-

CONF-2012-121 

• Z+jet momentum imbalance, ATLAS-CONF-2012-119

3

p+Pb collisions: 

• Z bosons in p+Pb, PRC 92, 044915 (2015) 

• W bosons in p+Pb, ATLAS-CONF-2015-056

http://link.springer.com/article/10.1140/epjc/s10052-014-3231-6
http://journals.aps.org/prl/pdf/10.1103/PhysRevLett.110.022301
http://journals.aps.org/prc/pdf/10.1103/PhysRevC.93.034914
https://cds.cern.ch/record/1473135/files/ATLAS-CONF-2012-121.pdf
https://cds.cern.ch/record/1472941/files/ATLAS-CONF-2012-119.pdf
http://journals.aps.org/prc/pdf/10.1103/PhysRevC.92.044915
http://cds.cern.ch/record/2055677/files/ATLAS-CONF-2015-056.pdf
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 Eur. Phys. J. C75 (2015) 23, 1-30

W bosons in lead-lead collisions

• Combined signal from e-/e+ and µ+/µ-, measured with different ATLAS 
systems. 

• Isolation cuts. 
• Analysis constrained by missing pT and transverse mass.

http://link.springer.com/article/10.1140/epjc/s10052-014-3231-6
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• POWHEG with CT10 PDF set 
• EPS09 corrections: (anti)shadowing, EMC, Fermi [JHEP03:071 (2011)] 
• Within the existing uncertainties, no visible PDF modifications

Parton distribution functions: 
W in lead-lead collisions

 Eur. Phys. J. C75 (2015) 23, 1-30

http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://link.springer.com/article/10.1140/epjc/s10052-014-3231-6
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The lepton charge asymmetry agrees 
well with theoretical predictions using 
QCD at NLO with CT10 PDF sets 
with and without EPS09 nuclear 
corrections

W⟶µνµ W⟶eνe

W+ ⟶ l+ ν 5870 ± 100 ± 90 5760 ± 150 ± 90

W- ⟶ l- ν 5680 ± 100 ± 80 5650 ± 150 ± 110

W+/ W- 1.03 ± .03 ± .02 1.02 ± .04 ± .01

corrected ± stat. ± syst.

Lepton Charge Asymmetry: 
W in lead-lead collisions

The basic asymmetry pattern in pp is understood based on 
the nature of the interaction. 

µ and e give consistent results

 Eur. Phys. J. C75 (2015) 23, 1-30

http://link.springer.com/article/10.1140/epjc/s10052-014-3231-6
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Z boson in lead-lead collisions

Combined signal from e-/e+ and µ+/µ-, 
measured with different ATLAS systems. 

Lineshape, distributions well reproduced 
in simulation. 

PRL 110 (2013) 022301

http://journals.aps.org/prl/pdf/10.1103/PhysRevLett.110.022301
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Model: PYTHIA per-event yields using NNLO p+p calculations scaled by 
<TAA>=<NColl>/σpp. Including p+n and n+n would increase the cross section by 3%.

H. Paukkunen, C. Salgado JHEP03:071 (2011)

Parton distribution functions:  
Z in lead-lead collisions

PRL 110 (2013) 022301

http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://dx.doi.org/10.1007/JHEP03(2011)071
http://journals.aps.org/prl/pdf/10.1103/PhysRevLett.110.022301


JETPHOX (NLO pQCD), CTEQ 6.6 pdfs, u/d quark reweighting 
JETPHOX + EPS09 [JHEP 0904 (2009)] 

G. AAD et al. PHYSICAL REVIEW C 93, 034914 (2016)
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FIG. 7. Fully corrected normalized yields of prompt photons as a function of pT in |η| < 1.37 [(a)–(d)] and 1.52 ! |η| < 2.37 [(e)–(h)]
using tight photon selection, isolation cone size "Riso = 0.3, and isolation transverse energy of less than 6 GeV, divided by JETPHOX predictions
for pp collisions, which implement the same isolation selection. The combined scale and PDF uncertainty on the JETPHOX calculation is shown
by the gray line with yellow area. In addition, two other JETPHOX calculations are shown, also divided by the pp results: Pb + Pb collisions
with no nuclear modification (black line with gray area) and Pb + Pb collisions with EPS09 nuclear modifications (gray line with blue area).
Statistical uncertainties are shown by the bars. Systematic uncertainties on the photon yields are combined and shown by the upper and lower
braces. The scale uncertainties owing only to ⟨TAA⟩ are tabulated for each bin in Table I.

for Pb + Pb (both with A = 208) collisions using the standard
PDF. The other incorporates nuclear modifications to the
nucleon parton distributions using the EPS09 [1] PDF set,
which are x- and Q2-dependent modifications of the CTEQ 6.1

PDF, defined as ratios of the standard PDF as a function of x at a
hardness scale Q2

0 = 1.69 GeV2 and evolved to the relevant Q2

using standard DGLAP evolution. The EPS09 modifications
have their own set of 15 uncertainty eigenvectors, which are
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PRC 93, 034914 (2016)

Parton distribution functions:  
direct photons in lead-lead collisions

http://iopscience.iop.org/1126-6708/2009/04/065/
http://iopscience.iop.org/1126-6708/2009/04/065/
http://journals.aps.org/prc/pdf/10.1103/PhysRevC.93.034914
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1.52<|η|<2.37 
          |η|<1.37

G. AAD et al. PHYSICAL REVIEW C 93, 034914 (2016)
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034914-14

Forward-central ratio 
Direct photons in lead-lead collisions

Reduction of several experimental uncertainties in this ratio. 
Isospin effects visible, particularly for central events.

PRC 93, 034914 (2016)

http://journals.aps.org/prc/pdf/10.1103/PhysRevC.93.034914
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Boson yields in PbPb scale with <Ncoll> 
Direct photons show similarly consistent behavior.

<NColl> scaling in lead-lead collisions

W bosons Z bosons

Eur. Phys. J. C75 (2015) 23, 1-30 PRL 110 (2013) 022301

http://link.springer.com/article/10.1140/epjc/s10052-014-3231-6
http://journals.aps.org/prl/pdf/10.1103/PhysRevLett.110.022301
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4 TeV 1.57 TeV/N

yCM≈0.465
Z boson in p+Pb collisions

Z BOSON PRODUCTION IN p + Pb COLLISIONS AT . . . PHYSICAL REVIEW C 92, 044915 (2015)

TABLE III. The measured integrated cross section (in nb) for several rapidity ranges, for Z → µµ, Z → ee, and the combined Z → ℓℓ.
The first uncertainty listed is statistical, and the second systematic. There is an additional 2.7% luminosity uncertainty for each cross section.
Cross sections predicted by the models (see text) are also listed. Uncertainties listed with the model calculations are the PDF and scale
uncertainties added in quadrature.

y∗
Z [−2,0] [0,2] [−3,2] [−3.5,3.5]

Z → µµ 54.2 ± 1.6 ± 1.3 45.3 ± 2.1 ± 0.9 118.2 ± 3.3 ± 2.6 N/A
Z → ee 55.1 ± 1.8 ± 5.9 46.5 ± 2.2 ± 5.0 121 ± 3 ± 13 143 ± 5 ± 17
Z → ℓℓ 54.4 ± 1.3 ± 1.4 45.9 ± 1.4 ± 1.4 119.3 ± 2.2 ± 3.4 139.8 ± 4.8 ± 6.2

CT10 (NLO) 47.4 ± 0.9 46.8 ± 0.9 110.8 ± 2.9 132.2 ± 3.3
CT10 + EPS09 (NLO) 48.7 ± 1.0 43.5 ± 1.1 108.6 ± 3.1 127.4 ± 3.6
MSTW2008 (NNLO) 48.3+1.2

−0.9 47.9+1.2
−0.9 113.5+2.8

−2.2 135.2+3.4
−2.7

approximately 3% at midrapidity and rise to about 10% at
forward and backward rapidity.

IV. RESULTS

A. Z → ℓℓ cross section

From the combined Z → ee and Z → µµ data a total cross
section of 139.8 ± 4.8 (statistical) ± 6.2 (systematic) ± 3.8
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shown. (b)–(d) Ratios of the data to the models. Uncertainties of the
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are shown as bands around unity in each panel. An additional 2.7%
luminosity uncertainty of the cross section is not shown.

(luminosity) nb is obtained in the |y∗
Z| < 3.5 acceptance. Based

on the MC simulation (and the models discussed below)
this acceptance covers approximately 99.5% of the total
Z → ℓℓ cross section. Restricting the results to the smaller
rapidity interval of −3 < y∗

Z < 2, the cross section is 119.3 ±
2.2 (statistical) ± 3.4 (systematic) ± 3.2 (luminosity) nb.
Table III lists the integrated cross section in the larger and
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TABLE III. The measured integrated cross section (in nb) for several rapidity ranges, for Z → µµ, Z → ee, and the combined Z → ℓℓ.
The first uncertainty listed is statistical, and the second systematic. There is an additional 2.7% luminosity uncertainty for each cross section.
Cross sections predicted by the models (see text) are also listed. Uncertainties listed with the model calculations are the PDF and scale
uncertainties added in quadrature.
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Some tension between current model descriptions and data

 PRC 92, 044915 (2015)

G. AAD et al. PHYSICAL REVIEW C 92, 044915 (2015)
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FIG. 6. (a), (c) Distributions of the differential cross section of Z boson production as a function of the transverse momentum of the Z,
pZ

T , shown along with the CT10 model calculation. (b), (d) Ratio of the data to the model. (a), (b) For −3 < y∗
Z < 2; (c), (d) for −2 < y∗

Z < 0
and 0 < y∗

Z < 2. Bars indicate statistical uncertainty; shaded boxes, systematic uncertainty. The leftmost bin represents the range 0–3 GeV. An
additional 2.7% luminosity uncertainty of the cross section is not shown.

smaller rapidity ranges as measured for each channel and
their combination.

The measured cross section may be compared to a p + Pb
model prediction composed of a linear sum of the nucleon-
nucleon cross sections: 82σ (pp → Z + X) + 126σ (pn →
Z + X), corresponding to the numbers of protons and neutrons
in the Pb ion. The value of σ (pn → Z + X) is 2% higher
than that of σ (pp → Z + X) in all models discussed below.
Calculating the baseline nucleon-nucleon cross sections using
the CT10 PDF at NLO, as in the corresponding MC simulation,
the model yields values of 132.2 ± 3.3 nb in the range
|y∗

Z| < 3.5 and 110.8 ± 2.9 nb for −3 < y∗
Z < 2, where

the uncertainties are the sums in quadrature of PDF and
scale (renormalization and factorization) uncertainties. Using
the MSTW2008 PDF, calculated with FEWZ [37] at next-to-
next-to-leading order (NNLO), cross sections of 135.2+3.4

−2.7 nb
are obtained for |y∗

Z| < 3.5 and 113.5+2.8
−2.2 nb for −3 < y∗

Z < 2.
At NLO the results from MSTW2008 are very close to the
CT10 results. In addition to the simple model of the p + Pb Z
boson cross section as a linear sum of nucleon-nucleon cross
sections, calculations are performed incorporating nuclear
corrections of the PDF. Including the EPS09 modifications [38]
to the CT10 PDF results in cross sections of 127.4 ± 3.6 and
108.6 ± 3.1 nb, respectively.

For a more detailed understanding of Z boson production,
the measured cross section as a function of the Z boson
rapidity is presented in Fig. 4 and compared to model
calculations. The data are seen to be strongly asymmetric
about y∗

Z = 0. The CT10 + EPS09 calculations come closest
to reproducing the shape of the measured y∗

Z differential cross
section. A χ2 test of compatibility between the data and the

model shapes (irrespective of normalization) finds that the
CT10 + EPS09 shape of the y∗

Z distribution gives a p value
of 0.79. The unmodified CT10 calculation and MSTW2008
calculations have p values of 0.07 and 0.01, respectively. A
Kolmogorov-Smirnov test was also performed and resulted in
probabilities of 0.96, 0.09, and 0.07 for CT10 + EPS09, CT10,
and MSTW2008 model calculations. This is consistent with
the preference for the observation of nuclear correction effects
as in the χ2 test.

Nuclear modification of PDFs is fundamentally related to
the Bjorken x of the relevant parton. At leading order, xp

in the proton and xPb in the lead nucleus are related to the
reconstructed Z boson kinematics by

xp = mℓℓe
y∗

Z

√
sNN

, xPb = mℓℓe
−y∗

Z

√
sNN

. (1)

The resulting xPb distribution is shown in Fig. 5 and compared
to model calculations.

Figure 6 shows the pZ
T distributions for −3 < y∗

Z < 2
and, separately, for −2 < y∗

Z < 0 and 0 < y∗
Z < 2. These are

compared to the baseline CT10 model. The pZ
T dependence is

less sensitive to nuclear effects and a good agreement between
the experimental measurement and the MC simulation shape
is observed.

B. Centrality-dependent yield

Results are presented for the centrality-dependent Z boson
yield. If the rate of Z boson production were consistent with
geometric expectations, then the Z boson yield divided by
⟨Ncoll⟩ should be independent of centrality. To investigate
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T , shown along with the CT10 model calculation. (b), (d) Ratio of the data to the model. (a), (b) For −3 < y∗
Z < 2; (c), (d) for −2 < y∗

Z < 0
and 0 < y∗

Z < 2. Bars indicate statistical uncertainty; shaded boxes, systematic uncertainty. The leftmost bin represents the range 0–3 GeV. An
additional 2.7% luminosity uncertainty of the cross section is not shown.

smaller rapidity ranges as measured for each channel and
their combination.

The measured cross section may be compared to a p + Pb
model prediction composed of a linear sum of the nucleon-
nucleon cross sections: 82σ (pp → Z + X) + 126σ (pn →
Z + X), corresponding to the numbers of protons and neutrons
in the Pb ion. The value of σ (pn → Z + X) is 2% higher
than that of σ (pp → Z + X) in all models discussed below.
Calculating the baseline nucleon-nucleon cross sections using
the CT10 PDF at NLO, as in the corresponding MC simulation,
the model yields values of 132.2 ± 3.3 nb in the range
|y∗

Z| < 3.5 and 110.8 ± 2.9 nb for −3 < y∗
Z < 2, where

the uncertainties are the sums in quadrature of PDF and
scale (renormalization and factorization) uncertainties. Using
the MSTW2008 PDF, calculated with FEWZ [37] at next-to-
next-to-leading order (NNLO), cross sections of 135.2+3.4

−2.7 nb
are obtained for |y∗

Z| < 3.5 and 113.5+2.8
−2.2 nb for −3 < y∗

Z < 2.
At NLO the results from MSTW2008 are very close to the
CT10 results. In addition to the simple model of the p + Pb Z
boson cross section as a linear sum of nucleon-nucleon cross
sections, calculations are performed incorporating nuclear
corrections of the PDF. Including the EPS09 modifications [38]
to the CT10 PDF results in cross sections of 127.4 ± 3.6 and
108.6 ± 3.1 nb, respectively.

For a more detailed understanding of Z boson production,
the measured cross section as a function of the Z boson
rapidity is presented in Fig. 4 and compared to model
calculations. The data are seen to be strongly asymmetric
about y∗

Z = 0. The CT10 + EPS09 calculations come closest
to reproducing the shape of the measured y∗

Z differential cross
section. A χ2 test of compatibility between the data and the

model shapes (irrespective of normalization) finds that the
CT10 + EPS09 shape of the y∗

Z distribution gives a p value
of 0.79. The unmodified CT10 calculation and MSTW2008
calculations have p values of 0.07 and 0.01, respectively. A
Kolmogorov-Smirnov test was also performed and resulted in
probabilities of 0.96, 0.09, and 0.07 for CT10 + EPS09, CT10,
and MSTW2008 model calculations. This is consistent with
the preference for the observation of nuclear correction effects
as in the χ2 test.

Nuclear modification of PDFs is fundamentally related to
the Bjorken x of the relevant parton. At leading order, xp

in the proton and xPb in the lead nucleus are related to the
reconstructed Z boson kinematics by

xp = mℓℓe
y∗

Z

√
sNN

, xPb = mℓℓe
−y∗

Z

√
sNN

. (1)

The resulting xPb distribution is shown in Fig. 5 and compared
to model calculations.

Figure 6 shows the pZ
T distributions for −3 < y∗

Z < 2
and, separately, for −2 < y∗

Z < 0 and 0 < y∗
Z < 2. These are

compared to the baseline CT10 model. The pZ
T dependence is

less sensitive to nuclear effects and a good agreement between
the experimental measurement and the MC simulation shape
is observed.

B. Centrality-dependent yield

Results are presented for the centrality-dependent Z boson
yield. If the rate of Z boson production were consistent with
geometric expectations, then the Z boson yield divided by
⟨Ncoll⟩ should be independent of centrality. To investigate
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FIG. 7. (Color online) The yield of Z bosons per event scaled by
the mean number of nucleon-nucleon collisions ⟨Ncoll⟩ as a function of
the mean number of participating nucleons ⟨Npart⟩. Each panel uses
a different Glauber model configuration in calculating ⟨Npart⟩ (and
⟨Ncoll⟩). Standard Glauber model (a) with no Glauber-Gribov color
fluctuations (GGCFs) and ωσ = 0.11 and (b) with GGCFs and ωσ =
0.2. The data are compared to the CT10 model prediction plotted
at ⟨Npart⟩ = 2. Bars indicate statistical uncertainty; shaded boxes,
systematic uncertainty. Systematic uncertainties are correlated bin
by bin. The ⟨Ncoll⟩ uncertainty plotted does not include the bin-by-
bin fully correlated uncertainty stemming from the uncertainty of
σ (N + N → X), which is instead included in the CT10 prediction
uncertainty. As a reference, data are plotted as they would be with no
centrality bias correction in the open points.

this, the yield of Z bosons per event scaled by ⟨Ncoll⟩,
within −3 < y∗

Z < 2, is displayed as a function of ⟨Npart⟩ in
Fig. 7. The yield is independent of centrality defined using the
standard Glauber model. Using the GGCF centrality models
increases ⟨Ncoll⟩ in central events and reduces it in peripheral
events; consequently, the yield divided by ⟨Ncoll⟩ is reduced
in central events and increased in peripheral events. Figure 7
also shows the yield without the application of the centrality
bias corrections discussed in Sec. III C.

The ATLAS Collaboration has previously measured the
inclusive charged-hadron multiplicity in p + Pb collisions as
a function of centrality [22], and the centrality dependence
of that quantity is similar to that observed in the present
measurement. In order to quantify the similarity, the ratio
(dNZ/dy∗

Z)/(dNch/dη) is plotted vs ⟨Npart⟩ in Fig. 8. The
charged-particle yield is expected to scale with ⟨Npart⟩ and the
Z boson yield with ⟨Ncoll⟩ = ⟨Npart⟩ − 1, and so the ratio is
fit to a function with the form a · (⟨Npart⟩ − 1)/⟨Npart⟩. This
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also shown. The normalization a is set based on the GGCF with ωσ =
0.11 points. Statistical uncertainties are plotted as bars; systematic
uncertainties, as shaded boxes.
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FIG. 9. (Color online) (a) Rapidity differential Z boson yields,
scaled by ⟨Ncoll⟩, for three centrality ranges compared with the
CT10 model calculation. Bars indicate statistical uncertainty; shaded
boxes, systematic uncertainty. The ⟨Ncoll⟩ is defined with the standard
Glauber model (ωσ = 0). The scale uncertainty stemming from the
centrality calculation for each bin is included in the systematic
uncertainty. Uncertainty associated with the model is not plotted.
(b) Ratios of the data to the model. The uncertainty of the model
added in quadrature to the scale uncertainty due to uncertainty in the
inclusive NN cross section is shown as a band around unity. (c) RCP

(see text for details). The 0–10% and 40–90% centrality points are
offset for visual clarity. Arrows in (b) and (c) indicate values outside
the plotted axes.
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FIG. 7. (Color online) The yield of Z bosons per event scaled by
the mean number of nucleon-nucleon collisions ⟨Ncoll⟩ as a function of
the mean number of participating nucleons ⟨Npart⟩. Each panel uses
a different Glauber model configuration in calculating ⟨Npart⟩ (and
⟨Ncoll⟩). Standard Glauber model (a) with no Glauber-Gribov color
fluctuations (GGCFs) and ωσ = 0.11 and (b) with GGCFs and ωσ =
0.2. The data are compared to the CT10 model prediction plotted
at ⟨Npart⟩ = 2. Bars indicate statistical uncertainty; shaded boxes,
systematic uncertainty. Systematic uncertainties are correlated bin
by bin. The ⟨Ncoll⟩ uncertainty plotted does not include the bin-by-
bin fully correlated uncertainty stemming from the uncertainty of
σ (N + N → X), which is instead included in the CT10 prediction
uncertainty. As a reference, data are plotted as they would be with no
centrality bias correction in the open points.

this, the yield of Z bosons per event scaled by ⟨Ncoll⟩,
within −3 < y∗

Z < 2, is displayed as a function of ⟨Npart⟩ in
Fig. 7. The yield is independent of centrality defined using the
standard Glauber model. Using the GGCF centrality models
increases ⟨Ncoll⟩ in central events and reduces it in peripheral
events; consequently, the yield divided by ⟨Ncoll⟩ is reduced
in central events and increased in peripheral events. Figure 7
also shows the yield without the application of the centrality
bias corrections discussed in Sec. III C.

The ATLAS Collaboration has previously measured the
inclusive charged-hadron multiplicity in p + Pb collisions as
a function of centrality [22], and the centrality dependence
of that quantity is similar to that observed in the present
measurement. In order to quantify the similarity, the ratio
(dNZ/dy∗

Z)/(dNch/dη) is plotted vs ⟨Npart⟩ in Fig. 8. The
charged-particle yield is expected to scale with ⟨Npart⟩ and the
Z boson yield with ⟨Ncoll⟩ = ⟨Npart⟩ − 1, and so the ratio is
fit to a function with the form a · (⟨Npart⟩ − 1)/⟨Npart⟩. This
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FIG. 9. (Color online) (a) Rapidity differential Z boson yields,
scaled by ⟨Ncoll⟩, for three centrality ranges compared with the
CT10 model calculation. Bars indicate statistical uncertainty; shaded
boxes, systematic uncertainty. The ⟨Ncoll⟩ is defined with the standard
Glauber model (ωσ = 0). The scale uncertainty stemming from the
centrality calculation for each bin is included in the systematic
uncertainty. Uncertainty associated with the model is not plotted.
(b) Ratios of the data to the model. The uncertainty of the model
added in quadrature to the scale uncertainty due to uncertainty in the
inclusive NN cross section is shown as a band around unity. (c) RCP

(see text for details). The 0–10% and 40–90% centrality points are
offset for visual clarity. Arrows in (b) and (c) indicate values outside
the plotted axes.
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FIG. 7. (Color online) The yield of Z bosons per event scaled by
the mean number of nucleon-nucleon collisions ⟨Ncoll⟩ as a function of
the mean number of participating nucleons ⟨Npart⟩. Each panel uses
a different Glauber model configuration in calculating ⟨Npart⟩ (and
⟨Ncoll⟩). Standard Glauber model (a) with no Glauber-Gribov color
fluctuations (GGCFs) and ωσ = 0.11 and (b) with GGCFs and ωσ =
0.2. The data are compared to the CT10 model prediction plotted
at ⟨Npart⟩ = 2. Bars indicate statistical uncertainty; shaded boxes,
systematic uncertainty. Systematic uncertainties are correlated bin
by bin. The ⟨Ncoll⟩ uncertainty plotted does not include the bin-by-
bin fully correlated uncertainty stemming from the uncertainty of
σ (N + N → X), which is instead included in the CT10 prediction
uncertainty. As a reference, data are plotted as they would be with no
centrality bias correction in the open points.

this, the yield of Z bosons per event scaled by ⟨Ncoll⟩,
within −3 < y∗

Z < 2, is displayed as a function of ⟨Npart⟩ in
Fig. 7. The yield is independent of centrality defined using the
standard Glauber model. Using the GGCF centrality models
increases ⟨Ncoll⟩ in central events and reduces it in peripheral
events; consequently, the yield divided by ⟨Ncoll⟩ is reduced
in central events and increased in peripheral events. Figure 7
also shows the yield without the application of the centrality
bias corrections discussed in Sec. III C.

The ATLAS Collaboration has previously measured the
inclusive charged-hadron multiplicity in p + Pb collisions as
a function of centrality [22], and the centrality dependence
of that quantity is similar to that observed in the present
measurement. In order to quantify the similarity, the ratio
(dNZ/dy∗

Z)/(dNch/dη) is plotted vs ⟨Npart⟩ in Fig. 8. The
charged-particle yield is expected to scale with ⟨Npart⟩ and the
Z boson yield with ⟨Ncoll⟩ = ⟨Npart⟩ − 1, and so the ratio is
fit to a function with the form a · (⟨Npart⟩ − 1)/⟨Npart⟩. This
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0.11 points. Statistical uncertainties are plotted as bars; systematic
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FIG. 9. (Color online) (a) Rapidity differential Z boson yields,
scaled by ⟨Ncoll⟩, for three centrality ranges compared with the
CT10 model calculation. Bars indicate statistical uncertainty; shaded
boxes, systematic uncertainty. The ⟨Ncoll⟩ is defined with the standard
Glauber model (ωσ = 0). The scale uncertainty stemming from the
centrality calculation for each bin is included in the systematic
uncertainty. Uncertainty associated with the model is not plotted.
(b) Ratios of the data to the model. The uncertainty of the model
added in quadrature to the scale uncertainty due to uncertainty in the
inclusive NN cross section is shown as a band around unity. (c) RCP

(see text for details). The 0–10% and 40–90% centrality points are
offset for visual clarity. Arrows in (b) and (c) indicate values outside
the plotted axes.
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 PRC 92, 044915 (2015)

http://journals.aps.org/prc/pdf/10.1103/PhysRevC.92.044915
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Enhancement at low 
centrality seen in RpPb

Same pattern obtained if 
normalized to Z and J/𝝍!

ATLAS-CONF-2015-023

See Qipeng Hu talk Monday morning

http://cds.cern.ch/record/2029577/files/ATLAS-CONF-2015-023.pdf?version=2
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Figure 1: E

miss
T distributions in data compared with the signal and background templates for events passing the W

�

(left) and W

+ (right) boson requirements. The upper panels are for the 30–40% centrality bin integrated over all
⌘µlab and the lower panels are for 1.0 < ⌘µlab < 1.5 integrated over all centralities.

Because of low detector e�ciency, the region |⌘µlab | < 0.1 is excluded from the analysis. The reconstruc-
tion and identification e�ciency is calculated as

C

W

± (⌘µlab,centrality) =
N

All analysis steps, rec
W

±

N

fiducial, gen
W

±

������W signal

(⌘µlab,centrality), (6)

where N

All analysis steps, rec is the number of reconstructed W ! µ⌫ decays and N

fiducial, gen are the gen-
erated W ! µ⌫ decays within the fiducial region described above. E�ciencies are carried out for each
charge separately in bins of ⌘µlab and centrality. Since the analysis is always performed in centrality inter-
vals, no reweighting of the MC to match the data FCal distribution needs to be applied.

The muon trigger e�ciency is about 80–95%. Muon reconstruction e�ciency is approximately 99%.
The di↵erences between data and the MC samples for the muon reconstruction e�ciency are corrected

7

5 Results

The fully corrected W ! µ⌫ production cross section as a function of the muon pseudorapidity is shown
in Figure 2. The cross section is measured separately for W

+ and W

� bosons and these show di↵erences
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Figure 2: The upper panel shows the cross section of the W ! µ⌫ production as a function of the muon pseu-
dorapidity in the laboratory frame measured separately for W

+ (diamonds) and W

� (squares) and compared to a
Powheg–based model (lines) using CT10 PDFs and the ratio of neutrons and protons in Pb nuclei. The middle
panel shows the data-to-model ratios for W

+ and W

� bosons. The lower panel shows the asymmetry defined in the
text compared to the same model. The error bars correspond to the statistical uncertainties, error boxes correspond
to the total systematic uncertainties. An additional uncertainty of 2.7% on luminosity on the cross section is not
shown. The uncertainties on the model are from the renormalisation and factorisation scale.

in the positive and in the negative directions. The di↵erence between the charges is shown in the lower
panel as an asymmetry defined by Eq. 1. The shape of the curves in the figure is partially due to the
centre-of-mass system shift of approximately ⌘µlab = 0.465. In addition there is a ‘natural’ ⌘ dependence
to the lepton charge asymmetry due to the valence u quarks which produce W

+ bosons having on average
a higher fraction of the proton momentum. This e↵ect is symmetric in ⌘ for pp collisions, however in
p+Pb collisions the charge asymmetry is also sensitive to the di↵erence in the quark content of the proton
and neutrons which are found in the Pb nucleus, and this leads to the dependence on ⌘µlab.

The measurements are compared to the results of a model based on the Powheg generator using the CT10
PDFs, see Section 3.2. This model describes the data well, except for the ⌘µlab < 0 region where the data
points of the W

� boson measurement are higher than the model prediction.

The middle panel of Figure 2 shows the data-to-model ratios for W

+ and W

� bosons, where the points
corresponding to negatively charged bosons are above unity in the negative ⌘µlab region. The asymmetry

9

Very little background! 
Fairly good agreement with CT10, centrality integrated 
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shown in the lower panel agrees well with the model for ⌘µlab > 0, however, the data are somewhat lower
than the calculation on the Pb-going side (⌘µlab < 0). The same result has been previously observed by the
CMS Collaboration [24]. This pseudorapidity interval is similar to the region where the Z boson cross
section exceeds the prediction of the same model [19].

To understand the relation of the W ! µ⌫ pseudorapidity distribution to the collision geometry Figure 3
shows the W

± production rate as a function of ⌘µlab in three di↵erent centrality intervals: 40–90% (pe-
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Figure 3: The upper panels show the production rate per NN collision and per MB events taken in the corresponding
centrality class NpPb,MB of the W boson measured in the W ! µ⌫ decay channel as a function of the muon
pseudorapidity in the laboratory frame. Diamonds show the results for W

+ and squares for W

�. Results are
compared to the Powheg–based model using CT10 PDFs and the ratio of neutrons and protons in Pb nuclei (dashed
lines). The data-to-model ratios are shown in the middle panels for the particles of both charges. The lower panels
show the asymmetry defined in the text compared to the same model. From left to right are the results measured
in 40–90%, 10–40% and 0–10% centrality intervals. The error bars correspond to the statistical uncertainties, error
boxes correspond to the total systematic uncertainties. The uncertainties on the model are from the renormalisation
and factorisation scale.

ripheral), 10–40% (mid-central) and in 0–10% (the most central) collisions. The production rates of the
W bosons in the corresponding centrality intervals are corrected for the centrality bias according to the
procedure explained in Ref. [19] and divided by hNcolli from the Glauber model [18].

The results in Figure 3 are shown for W

+ and W

� bosons and compared to the results of Powheg calcu-
lations. In peripheral collisions the model calculations are lower than the data for all values of ⌘µlab. This
may be due to the di�culty in definitively determining hNcolli for a given centrality bin; in addition to the
hNcolli uncertainties shown in the Figure, the normalisation of each distribution depends on the choice of
centrality model (see discussion below). There appears to be a dependence of the shape of the pseudo-
rapidity distributions of both positively and negatively charged muons from W bosons on centrality. The
middle panels, displaying the ratios of the measured muon pseudorapidity distribution coming from W

±

bosons to that calculated with the model, suggest the presence of a slope in the most central collisions,
which does not appear in peripheral collisions.

The asymmetries shown in the lower panel of Figure 3 agree between the data and model, except in the
Pb-going direction (⌘µlab < 0) in the most central collisions.

10

Basic agreement with CT10, less so for peripheral

ATLAS-CONF-2015-56 
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Best model description is 
given by Glauber + centrality 
bias correction, assuming 
binary scaling

The shape modification of the pseudorapidity distribution with centrality present in the W boson data is
similar to the trend observed in the Z boson data [19].

Figure 4 shows the W boson production rates per nucleon–nucleon collision in the fiducial acceptance of
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Figure 4: W boson production rates per nucleon–nucleon collision and per MB events taken in the corresponding
centrality class NpPb,MB in the fiducial acceptance of the ATLAS detector as a function of the number of participants,
hNparti. The three panels are for three centrality association models. The upper panel shows also the rates measured
for the W

+ (diamonds) and W

� (squares) separately. Lines show the result of the Powheg–based model using CT10
PDFs and the natural ratio of neutrons and protons in Pb nuclei. Open markers show the data without centrality
bias correction.

the ATLAS detector as a function of the number of participants. The results of the CT10 calculations are
shown as dashed lines and are the same in all panels. The three panels correspond to the three centrality
association models used in Refs. [18, 19]. The upper panel uses the standard Glauber model, while the
middle and the lower panels use Glauber-Gribov Colour Fluctuation (GGCF) model extensions with the
parameter of fluctuations !� = 0.11 and 0.2 respectively.

Inclusive W

± boson production yields are shown with open markers. Filled markers represent the same
data after applying the centrality bias correction. The presence of a W boson is correlated with a larger
transverse energy of the underlying event. Consequently, more energy may be deposited in the Pb-going
side FCal in events containing a hard scattering process than in those coming from soft production. This
causes a bias as the W boson yield is enhanced in the more central events but depleted in the more
peripheral ones. Centrality bias correction is calculated assuming the average yield from hard scattering
processes in each nucleon-nucleon collision and is proportional to the contribution from that collision to
the ET, which determines ⌃E

FCal
T . The centrality bias is corrected according to the procedure explained in

11
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5 TeV Pb+Pb data preview
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Anticipation of much better 
precision for 5 TeV Pb+Pb EW 
bosons! 

Z⟶µµ Z⟶ee

W⟶e𝜈

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/HION-2016-001/
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• ATLAS measurements clearly support binary scaling in Pb
+Pb collisions. 

• Binary scaling is also supported in p+Pb collisions, but 
with some questions remaining 

• Several hints of nuclear effects in p+Pb collisions, 
especially in Pb-going direction, perhaps beyond EPS09 

• New use of Z yield to validate centrality estimations 

• With LHC Run 2 Pb+Pb data, we will approach 
measurement precision for quantitative tests of nuclear 
models with photons and with Z-bosons

Conclusions



Sasha Milov                    Electroweak probes with ATLAS        IS2014 Napa, CA      Dec. 5, 2014
22

Boson - Jet Correlations
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Clear centrality dependence measured with direct photons. 
Proof of principle using Z-jet events (36 events).

ATLAS-CONF-2012-121

ATLAS-CONF-2012-119

Boson-jet correlations in Pb+Pb collisions

xJ� ⌘ p

jet
T

p

�
T

𝛾-jet

Z-jet

https://cdsweb.cern.ch/record/1473135
http://cds.cern.ch/record/1472941
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The momentum balance and the production rates change with centrality 
for direct photons; similar indication with Z – jet correlation.

ATLAS-CONF-2012-121
Boson-jet correlations in Pb+Pb collisions

xJ� ⌘ p

jet
T

p

�
T

https://cdsweb.cern.ch/record/1473135
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ATLAS at the CERN LHC



Reminder: geometric considerations
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Miller et al., Annu. Rev. Nucl. 
Part. Sci. 2007. 57:205–43 

TA(s) =

Z
⇢A(s, zA)dzA probability/area of nucleon at s

TAA(b) =

Z
TA(s)TA(s� b)d2s Density overlap as a function 

of impact parameter b

A = B = 208Pb@LHC

Number of binary collisions as a 
function of impact parameter bN

Coll

(b) ⇠ T
AA

(b) · �NN

inel

NColl can be estimated from experimental data via the “Glauber model”
Number of participants in the collision, NPart, ranges from 2 to 416.



Potential partonic in-medium effects
• Gluon saturation 
• Gluon shadowing 
• Partonic energy loss 

• Modified parton 
distributions and  
fragmentation functions

27

Example reference: “EPS09” - 
Eskola, Paukkunen, 
Salgado(JHEP0904:065,2009) 

- medium-modified PDFs 
- NLO, constrained by DIS on 
nuclei, Drell-Yan in p+A, and 
inclusive pion production in d
+Au and p+p

Their fits constrain nuclear 
modifications Ri for parton 
flavor i to the free proton 
PDF from the CTEQ6.1M set.

http://arxiv.org/pdf/0902.4154v2.pdf


Kinematic requirements

Direct photons 
• 22<pT<280 GeV 
• |η|<1.37 (central) and 1.52<|η|<2.37 (forward) 

Z bosons 
• |ηZ|<2.5 and 66<mZ<116 GeV 

W bosons 
• lepton pT>25 GeV, missing pT>25 GeV, mT>40 

GeV and 0.1<|η|<2.5 (excluding 1.37<|ηe|
<1.52)
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