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ATLAS Data Production

Data Challenge 2Data Challenge 2
Goal: to validate ATLAS computing model
All production done on grid facilities ~Jul-Dec, 2004

Rome ProductionRome Production
Goal: produce data for Rome Physics Workshop
Grid production ~Jan-May, 2005 (over 200 physics samples)

See CHEP06 talk by G. See CHEP06 talk by G. PoulardPoulard #111 for more details#111 for more details
This talk will focus on experience with Grid3 in U.S.This talk will focus on experience with Grid3 in U.S.

250k jobs successfully finished in U.S. (~25% of ATLAS)
60M SpecInt 2000 CPU days used in U.S.
20 universities/national labs produced data in the U.S.
Over 100 papers presented in Rome from data produced on all grids
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Data Challenge 2 (DC2)

DC2 Phase I (other phases not reported here)DC2 Phase I (other phases not reported here)
Part 1: event generation
Part 2: GEANT 4 detector simulation (CPU  intensive)
Part 3: pile-up and digitization (disk intensive)

Pile-up: superposition of “background” events with the “signal” event
Digitization: response of the sensitive elements of the detector

DC2 ScaleDC2 Scale
Physics channels ~10 million events
Calibration samples ~few million events
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Grid3 (see talk by M. Grid3 (see talk by M. MambelliMambelli #35)#35)
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Grid3 Organization

35 sites; ~3500 CPUs (~1/4 dedicated to ATLAS)35 sites; ~3500 CPUs (~1/4 dedicated to ATLAS)
Used for U.S.  DC2 production and Rome physics data generationUsed for U.S.  DC2 production and Rome physics data generation
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DC2 Phase I (June-Dec, 2004)

Grid3 – lowest failure rate among ATLAS grids
Above statistics does not include Rome Production
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DC2 Total Jobs Per Grid

DC2 Jobs (till Jan 22, 2005)

Grid3 Jobs
35%

NG Jobs
32%

LCG Jobs
33%

DC2 Events Processed (till Jan 22, 2005)

Grid3 Events
35%

NG Events
15%

LCG Events
50%
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Different Job Types Per Grid

ATLAS Digitization
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DC2 Jobs Per Site
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Rome Production Summary - Jobs
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Rome Grid Production
Successful Job Count at 83 ATLAS sites
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U.S. Grid Production (Rome/DC2 combined)
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U.S. Production Rate

Grid3 Production Rate
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Discussion of Efficiency
B1 Jobs - Success Rate
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B1 example (20,000 jobs B1 example (20,000 jobs –– one million events one million events –– done in U.S.)done in U.S.)
Windmill automatically resubmits failed jobsWindmill automatically resubmits failed jobs

For this sample, up to 3 retries was automatic (defined in production DB)
Production manager manually increased this to 9 attempts in database
Jobs that failed greater than 9 attempts checked by hand
Most failed attempts are infrastructure problems or middleware limitations
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Job Success Rate on GRID3

PassedPassed FailedFailed Success RateSuccess Rate

JulyJuly 87998799 66766676 57%57%

AugustAugust 1708317083 94489448 64%64%

SeptemberSeptember 1728317283 77177717 69%69%

OctoberOctober 2660026600 51865186 84%84%

NovemberNovember 2186921869 50385038 81%81%

Key factors in improved success rate:Key factors in improved success rate:
Experienced team using common submit hosts, shorter jobs
Quicker response to large scale site/network/hardware failures

Can we improve more?Can we improve more?
Some shifts >95% success, others <50%
Automatic throttle for failures at problem sites?  But still lose all running jobs
Do we care?
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Error Analysis on Grid3

FailuresFailures Cumulative till end Cumulative till end 
of Nov. 2004of Nov. 2004

Sep. 2004Sep. 2004 Oct.Oct.--Nov. 2004Nov. 2004

SubmissionSubmission 894894 472472 422422

Exe checkExe check 428428 428428 00

RunRun--EndEnd 1013110131 11471147 89848984

StageOutStageOut 1083310833 80378037 27962796

RLS RLS regreg 10651065 989989 7676

Capone host Capone host 
interruptioninterruption

39753975 27252725 12501250

WM verificationWM verification 564564 5757 507507

OtherOther 52255225 51395139 8686

TOTALTOTAL 3316533165 1930319303 1386213862
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Lessons Learned

ScalabilityScalability
New problems discovered every few weeks as we increased scale
Needed constant interaction with software developers
Dependencies - solution to some problems introduced new ones

Testing of new ATLAS software releasesTesting of new ATLAS software releases
Need to plan for 2 week validation of new releases on grid
Required 2-8 new transformations after deployment on grid

Continuous validation and physicist involvementContinuous validation and physicist involvement
Some problems found after dataset completion
Many datasets aborted or restarted
Need involvement of physicists for Quality Control
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Conclusion

Impressive success in spite of many problems Impressive success in spite of many problems –– thanks to thanks to 
hard working Grid3 production teamhard working Grid3 production team
Grid3 has now evolved into OSG (many talks at CHEP06)Grid3 has now evolved into OSG (many talks at CHEP06)
ATLAS has started Computer System Commissioning ATLAS has started Computer System Commissioning 
(CSC)(CSC)
New production and distributed analysis system developed New production and distributed analysis system developed 
in U.S. based on DC2 and Rome production experience in U.S. based on DC2 and Rome production experience 
called Production and Distributed Analysis (PanDA) See called Production and Distributed Analysis (PanDA) See 
CHEP 06 talk by K. De #347CHEP 06 talk by K. De #347

Tightly coupled to the ATLAS Distributed Data Management system
See CHEP 06 Talk D. Cameron #75 

Relies on proven (at scale) grid middleware
Distributed Data Analysis is a fundamental component
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