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Abstract

Based on experiences from the last 18 months of UK Particle Physics Grid (GridPP) operation, this paper examines several key areas for the success of the LHC Computing Grid. Among these is the necessity of establishing useful metrics (from job level to overall operational), accurate monitoring at both the grid and local fabric levels, and mechanisms to rapidly address potentially or actually failing to meet agreed service levels. The paper explains how GridPP is approaching the area of national resource management and usage in the context of an Enabling Grids for E-sciencE (EGEE) Regional Operations Centre (ROC). Operations data is used to show how such things as utilisation of resources is changing as experience is gained with the grid middleware and applications. 




Background
The EU funded Enabling Grids for E-sciencE [
] (EGEE) project has developed an infrastructure which is available to support academic users 24 hours-a-day and integrates national and regional grid efforts across the globe. The project was founded on the successes of the European DataGrid Project [2] (EDG) and DataTAG initiatives and continues to overlap strongly with the Large Hadron Collider Grid [3] (LCG) infrastructure. There are more than 900 registered users. 
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Figure 1: Growth of EGEE (and UKI contribution) in terms of job slots.
The UK and Ireland ROC
The UK and Ireland (UKI) Regional Operations Centre [4] (ROC) has contributed CPU resources to EGEE as shown in Figure 1. The ROC (in EGEE-I) consists of three partners: Grid Ireland [5], the UK 
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Figure 2: GridPP regional deployment structure
National Grid Service [6] (NGS) and the UK Grid for Particle Physics [7] (GridPP).
At present GridPP provides most of the UKI resources and its deployment team ensure that those committed to LCG will be ready to meet LCG Memorandum Of Understanding (MoU) targets. The overlap of GridPP areas is shown in Figure 3.
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Figure 3: A schematic representation of areas where GridPP has some overlap and interaction. 
GridPP structure
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The GridPP deployment team form part of the UKI ROC which consists of a manager, coordinators for each of the GridPP Tier-2s (the Tier-2 site membership largely determined by geographical region as shown in Figure 2), a security officer, and helpdesk support (provided by the Grid Operations Support Centre at RAL). In addition a number of experts are available to support deployment efforts in critical areas such as networking and storage. All activities are overseen by a UKI Deployment Board setup by GridPP with participation from the other UKI grids. The UK Tier-2 Centres are organisational structures with their constituent sites currently appearing on the grid as separate entities. The organisational structure allows close monitoring and follow up of individual site contributions to the deployment commitments (a GridPP Tier-2 is described in CHEP 45 – ScotGrid and the LCG) . In addition responsibility for meeting required service levels is shared within a region and helps remove dependence on individuals.  
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Figure 4: The organisational structure of GridPP
GridPP has 4 main layers of organisation (see Figure 4). Ensuring the project stays on track is an oversight committee who report to PPARC (the government council providing funding for the project). A collaboration board gives the institute leaders a forum to discuss issues that affect them and their staff. There are then a series of boards which resolve and answer high-level issues and requests and provide more specific project direction. Finally there are the many areas essential to ensure day-to-day deployment and operations are effective.  
Operations
The deployment team communicate and provide regional help using email lists, web-page summaries, FAQs and more recently using Wikis which have the required dynamic characteristics to provide for a rapidly changing environment. Review meetings take place face-to-face every 3-4 months and monthly by teleconference. These are particularly useful to share technical knowledge, particularly following a new middleware release (the middleware components of which are described elsewhere [8]) which contains new components and functionality. 
The integrity of all the grid resources is constantly monitored by one of the EGEE Core Infrastructure Centres (CIC) but also within the ROC. Each CIC takes responsibility for monitoring the daily-run job submission test results and grid statistics (gstat) pages [9]. Any problems which are found are recorded in a problem tracking tool and followed up using additional information provided by the Grid Operations Centre database (e.g. contact information, node and scheduled downtime details for the site) [10] developed and supported at the Rutherford Appleton Laboratory in Oxfordshire. Changes in operational responsibility take place at weekly handover meetings where current issues and problems are discussed. Tools have been put in place to support this work, and operational procedures have been written to provide guidance.  


Project Level Metrics
The GridPP project has many interactions in the UK as shown in Figure 3. This coupled with the level of funding the project receives (£17m for GridPP1 “From Web to Grid” September 2001-2004 and a similar amount for GridPP2 “From Prototype to Production” September 2004-2007) has made it crucial that the collaboration define and publish metrics and milestones in a number of areas (see the online Project Map [11] for the latest update). In the deployment and operations area such things as available KSI2K and storage together with usage are analysed on a quarterly basis (see Figures 5 and 6 for two views of the data in 2005). Some of the milestones are mentioned in a later section of this paper.
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Figure 5:  An indication of resource usage for EGEE as a whole and for the UKI region. This indicates that occupancy (based on the gstat history of used job slots) is generally low.

[image: image6]
Figure 6: The occupancy of the RAL Tier-1 increased throughout 2005. This plot shows the farms running full during December 2005.
Performance Measures and Metrics
Operational planning has been difficult without good data on the status of sites. With the introduction of standard tests being run against sites and the data being archived it has become possible to identify trends in performance – both for the whole grid, for regions and for individual sites. Such things as site scheduled downtime, utilisation and more detailed information from middleware functionality tests (of things like copying and registering files and replication) together with measures of overall site stability (noting problems with configuration information and critical components failing). GridPP has started to look at this data to infer which of its sites are “best” performing in a number of areas with the intention of finding core reasons for differences in site performance. It is really too early to draw definite conclusions but as the figures in this section show there are some definite trends. 
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Figure 7: A view of Tier-2 site occupancy and KSI2K percentage contribution to the UK total processing in Q4 2005. 
In Figure 7 the red bars show the relative percentage contribution for Q4 2005 to the total GridPP Tier-2 processing. The blue bars provide an indication of the occupancy for each site. This is calculated using published figures for the effective KSI2K available at each site over the Q4 period. Investigations into the differences started recently but it is clear that currently high occupancy generally correlates with a large number of supported Virtual Organisations (VOs). 
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Figure 8: The scheduled downtime across GridPP sites in the three months of Q4 2005 as recorded in the GOC database. Some sites scheduled themselves down over the Christmas period rather than running at risk. Other sites have been undertaking a lot of restructuring.
Figure 9 shows the total processing for various VOs during Q4 2005 (based on data from 23 EGEE Resource Brokers* excluding one used heavily by ATLAS). This together with the efficiencies (successful job time/total job time for CE) shown in Figure 10 are useful pointers to areas where improvements can be made. For example one low efficiency found in Figure 10 resulted from (frequently failing) old hardware being used for the CE.

[image: image7]
Figure 9: Job processing on a log scale for specified VOs across the GridPP resources

[image: image8]
Figure 10: The observed efficiency for each GridPP CE (equivalent to site) for Q4 2005.

[image: image9]
Figure 11: The number of successful jobs run via the various GridPP CEs is represented here by the area of the rectangle against the submitting VO. 
Again using RB data it is possible to look at the sites targeted by VOs and also their relative use as can be seen in Figure 11 for Q4 2005. LHCb has a clear submission across all of its supporting sites while ATLAS work tends to be more targeted. GridPP deployment activities will examine the underlying reasons for the distribution (experiment software availability, disk and CPU limitations etc.) and find ways to address them.
In addition to occupancy another important metric for sites is how efficiently (sum of CPU time/sum of wall clock time) VOs are using their resources. The RAL Tier-1 staff+ have developed scripts to run on a MySQL database for this purpose and a summary of the results for 2005 is shown in Figure 12. 

[image: image10]
Figure 12: The efficiency of jobs per VO as observed by the RAL Tier-1 throughout 2005. Note that ALICE ran little work at RAL in 2005 and some values may be misleading due to low statistics. The low efficiencies around April and May were due to problems with the storage element in this period (during an ATLAS data challenge).  
Activities
Milestones and the LCG Service Challenges

LCG has run a series of Service Challenges (SC) to exercise the resources, provide feedback on the middleware functionality, operations procedures, and management tools.  Service Challenge 2 (SC2) dealt with sustained reliable data transfers to large LCG sites from CERN at a rate of 500 MB/s. SC3, which started in July 2005 , extended this to include provision of a reliable base service with more sites and some basic experiment software. The RAL Tier-1 has been involved in these activities since the beginning (see Figure 13 for some of  the SC3 results) and 3 GridPP Tier-2s participated in SC3 which has helped them to approach the subject of Tier-2 stability (see GridPP CHEP submission 286 Failure Management in the London Distributed Tier-2). SC4 is scheduled for the spring of 2006 and will involve most GridPP sites. Preparation for SC4 has led to the creation of a number of milestones mainly in the areas of data transfer rates to and from the Tier-1 (1TB sustained transfers with a target rate of 300-500Mb/s are being used). Additional milestones and up-to-date results can be found in the GridPP wiki [14]. The challenges have proved very useful in uncovering problems to be resolved before the full WLCG service can be provided at the required levels of service.

[image: image11]
Figure 13: RAL Tier-1 throughput reached above its nominal target rate of 150MB/s during the SC3 transfer tests. 
In addition to the LCG challenges a number of activities are being undertaken in the context of EGEE. These include such things as the consolidation of available and new data into Grid-wide useful metrics and tasks to test security across the sites. GridPP is also leading in the development of a vulnerabilities database.  On the fabric level various work is being undertaken some of which is summarised in other CHEP papers (see GridPP CHEP submission 399 Cluster Distributed Dynamic Storage) while work in progress can be found in the GridPP deployment pages [15].
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Figure 2: Example of a full width figure showing the distribution of problems commonly encountered during paper processing.






















































































	


*Revised by  Leena Chandran-Wadia,,  January 12,, 2006.


 #lucas@fnal.govThe RB data has been produced by the Imperial College HEP group. The accompanying plots were provided by Olivier van der Aa


+ The job efficiency investigations at RAL is the work of Matt Hodges
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