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Distributed data management at LHC scales is a staggering task, accompanied by
equally challenging practical management issues with storage systems and wide-area
networks. CMS data transfer management system, PhEDEX, is designed to handle this
task with minimum operator effort, automating the workflows from large scale
distribution of HEP experiment datasets down to reliable and scalable transfers of
individual files over frequently unreliable infrastructure. Over the last year PhEDEx
has matured to the point of handling virtually all CMS production data transfers. CMS
pushes equally its own components to perform and the heavy investment into peer
projects at all levels, from technical details to grid standards to world-wide

projects, to ensure the endto-end service is of sufficient quality. We present the
throughput and service quality we have reached in the current daily 24/7 production
work, the steps taken in LCG service challenges for the next generation transfer
service, and the resulting changes in performance. We also report results from our
scalability stress tests on PhEDEx alone. We offer an analysis of transfer-related
problems we have encountered and how they have been affecting CMS data management.
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