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Abstract

The size and complexity of LHC experiments raise unprecedented challenges not only in terms of detector design, construction and operation, but also in terms of software models and data persistency. One of the more challenging tasks is the calibration of the 375000 Monitored Drift Tubes that will be used as precision tracking detectors in the Muon Spectrometer of the ATLAS experiment. An accurate knowledge of the space-time relation is needed to reach the design average resolution of 80 microns.

The MDT calibration software has been designed to extract the space-time relation from the data themselves, through the so-called auto-calibration procedure, to store and retrieve the relevant information from the conditions database, and to properly apply it to calibrate the hits to be used by the reconstruction algorithms, taking into account corrections for known effects like temperature and magnetic field.  

introduction

High pressure monitored drift tube (MDT) [1] chambers will be used as precision tracking detectors in the Muon Spectrometer of the ATLAS experiment at the Large Hadron Collider (LHC) at CERN [2]. An accurate knowledge of the space-time relation is needed to reach the design average resolution of 80 microns. 

This document describes the software developed both to extract the calibration from the data (calibration framework) and to properly apply it to calibrate the hits to be used by the reconstruction algorithms (calibration service). It also provides an overview of the database structure that must be implemented to handle the calibration data.

The MDT calibration procedures, and in particular the possibility of autocalibration, have been extensively studied within the ATLAS muon community [3]. The experience gained from the analysis of test beam data, simulation and cosmic rays has been used to develop the software running on hits associated to selected muon track segments. The autocalibration requires multiple iterations over the same set of data, that are performed within a dedicated C++ framework interfaced to the ATLAS offline framework (ATHENA). The framework also allows the application of the autocalibration procedure separately to different regions (calibration regions) of the MDT spectrometer and provides some flexibility in the choice of the calibration regions. Flexibility is needed since size and number of the calibration regions are not yet defined. 

This software structure is being exercised both on test beam and GEANT4 simulated data. Validation of the full calibration chain is based on the analysis of the tracking residuals and pull distributions. On simulation, direct comparison of the calibration results to the parameters entering in the digitization is also possible. Current plans are to apply the calibration chain to the cosmic ray events acquired during the detector commissioning in the cavern and to perform a calibration challenge on simulated data. The latter is aimed mainly at validating the handling of a realistic number of calibration regions and the organization of the calibration data in the database.

calibration model

The basic response of an MDT detector is the threshold crossing time (tdc time) and the collected charge. Additional data necessary for MDT calibration are the trigger time, the bunch crossing identification and the measurement of the coordinate along the wire (provided by the trigger chambers) and the measurement of the temperature, of the magnetic field and of the gas composition, provided by the Detector Control System (DCS). To reconstruct tracks in MDT chambers we need to compute the drift time, to obtain the impact parameter applying the space-time relation and then to fit the track to the drift circles.

The calibration software is responsible of computing the required quantities and provide them to the reconstruction.

The first step is the computation of the drift time, t. It is obtained, as in (1), from the measured raw tdc counts, converted into a time, after subtraction of a tube characteristic constant, called t0. The corrected drift time, tdrift, is obtained correcting t for the various effects listed in Table 1.
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Another set of corrections, listed in Table 2, accounts for the effect of the different environmental parameters: the r-t relation is defined at a nominal value of any given environmental parameter, and the measured drift time will in general be different from the value obtained using this nominal r-t relation. The corrections in Table 2 are applied knowing the parametrization of the dependence of the drift dime upon variations of these parameters. Detailed studies on some aspects of these corrections can be found in [4],[5],[6].

	Time of flight
	tf
	Corrected knowing particle trajectory.

	Position along the wire
	tx
	Correction of the propagation time along the wire. The second coordinate is provided by the trigger chambers.

	Time slewing
	tq
	Correction of the the tdc measurement knowing signal amplitude.


Table 1: Corrections to the measured tdc time.

	Temperature
	tT

	B field
	tB

	Background
	tbg

	Gas composition
	tg

	Wire sag
	ts


Table 2: Corrections to the the measured tdc time due to variations in the operating conditions. The correction is based on a parametrization of their effect.

tdrift is used as the nominal measured drift time. The quantity t0 that appears in (1) is the relative delay between the different channels and is computed by fitting the rising edge of the drift time distribution. Fig. 1 shows a typical distribution of the drift times, along with the fit performed using the ad-hoc function in (2) [3].  
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The second step of the calibration procedure is the calculation of the r-t relation. The ATLAS collaboration has developed a procedure (autocalibration) that uses the data themselves to determine the r-t relation, as described for example in [3]. The procedure is based on an iterative fit, which requires some thousands of muon tracks distributed over a wide angular range. The r-t relation is modified until the quality of the track fit is satisfactory.

Various different algorithms are being implemented and at a later stage, after some experience has been gained, the relative quality of the algorithms will be judged and the appropriate choice will be made.

The computed constants have to be stored in the database together with the parametrization used for the corrections.  The outcome of the calibration procedure are the t0 and the average measured charge for each tube and the parametrization of the r-t relation and the resolution for each calibration region.

In principle, the various effects changing the t0 and the r-t relation could be parametrized, and a single r-t could be used for the whole detector. In practice, the required precision will not probably be achieved in this way as the corrections are not completely known and environmental conditions may not be correctly measured. Therefore we plan to divide the detector in a set of calibration regions such that the effect of the variations of the parameters listed in Table 2 could be neglected within one region. About 10000 regions are foreseen; this number depends on the balance between conflicting requirements: the statistical and systematical error, the time spent to collect the data, the time variation of the environmental conditions, the time required to process the data and the size of the data base.

[image: image3.png]' Py + Pyex
dN P+

dt [1 +exp (%)] : [1 +exp (%ﬁ)]

Eventsr07m0s |

heured Siné:(t8).




Figure 1: Typical distribution of the drift time (ns). The result of the fit with function (2) and the definitions of t0 and of the maximum drift time are also shown.

calibration software

The calibration software has been designed having in mind some basic guidelines. The main issue is the capability to fully exploit the facilities provided by the ATLAS offline framework (ATHENA) in terms of data decoding, pattern recognition, tracking and database access. Computing algorithms must run within ATHENA,  but they do not have any dependence on it. In addition, the calibration procedure should be independent from the particular reconstruction implementation, so that all the muon reconstruction packages available in the ATLAS software can be used. Last, we want to be able to easily switch between different calibration algorithms.  

The calibration software is composed of 4 different parts, that are explained in detail in the following.

A. Calibration Service

The calibration service has to properly handle the application of all the corrections to the measured drift time, to convert it into a drift radius and an associated error. It provides this information to the reconstruction and to the calibration tasks.
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Figure 2: Diagram showing the different parts of the calibration framework and their interplay with the rest of the software.
B. Calibration Event Data Model (EDM)
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The Calibration EDM is the collection of all the data objects needed by the software to communicate with its clients and to store information in the intermediate steps.

C. Calibration Framework
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The Calibration Framework computes the calibration constants (t0) and functions (r-t relation, resolution) and stores them into the ATHENA transient data store (StoreGate) and on ASCII files. It is a client of the reconstruction and it is made of different elements as can be seen from Fig. 2.

Figure 3: Tracking residuals (mm) as a function of the drift time (ns) after the 1st, the 3rd and the 10th iteration of the autocalibration..
The FMW Calibration Algorithm is the steering Athena algorithm that retrieves data from StoreGate and sends them to the tool that splits data between the different calibration regions and initializes one EventLoop for each region. In this stage the track segments are loaded into memory. The tool is also responsible of writing out the computed calibration constants. The EventLoop calls the algorithms that actually compute the constants.
Fig. 3 shows, on simulated data, the convergence of the autocalibration procedure implemented within this framework. 

D. Calibration Database

The Conditions Database [10] stores all the data that describes the state of a system at a given time or, and it should contain all the information needed for the offline analysis. The MDT Calibration procedure, i.e. a calibration job running within ATHENA, produces a considerable amount information that is needed to validate the computation of the r-t relation but is not needed by the offline reconstruction. The database structure to handle MDT Calibration is therefore based on two different databases, as illustrated in Fig. 4: a Calibration DB, used to store all the information coming from calibration jobs, and a Conditions Database for the validated calibration constants needed by the offline reconstruction 

Figure 4: Diagram of the data base model.
The complete results of each calibration job will be copied in the Calibration DB, that will be developed in Oracle. At this stage, the calibration constants will be checked to ensure that they have been correctly computed. Also, the newly produced constants will be compared to those from the previous data taking period to decide whether the Conditions DB must be updated. In this case, only the information needed by the reconstruction is transferred to the Conditions DB. The Conditions DB will be implemented using the COOL interface [11], an LCG product that allows database applications to be written independently of the underlying database technology (this means that COOL databases can be stored in Oracle, SQLite or MySQL).
This model has the major advantage that we are free to change the private DB that is completely decoupled from the clients of the calibration and that this DB does not need to be shared should the calibration be performed in different computing centres.
The relevant calibration parameters will be transferred and stored into the Conditions DB using COOL tables via an Interval of Validity database [12]. The objects stored or referenced in COOL have an associated start and end time between which they are valid. COOL data is stored in folders, which are themselves arranged in a hierarchical structure of folder sets. Within each folder, several objects of the same type are stored, each with his own interval of validity range. These times are specified either as run/event, or as absolute timestamps, and the choice between formats is made according to meta-data associated with each folder. COOL is optimized to store and retrieve object(s) associated to a particular time. 
To help with the storage of many objects of identical structure (e.g. chambers or tubes of the same chamber), objects in COOL folders can be optionally identified by a channel number (or channel ID) within the folder. Each channel has its own intervals of validity, but all channels can be dealt with together in bulk updates or retrieves.
In our case, the channel ID can be a chamber or a sector of chambers of the Muon Spectrometer.
COOL implements each folder as a relational database table, with each stored object corresponding to a row in the table. COOL creates columns for the start and end times of each object, and optionally the channel_ID and tag if used. Several other columns are also created (e.g. insertion time and object ID), to be used internally by the COOL system, but these are generally of no concern to the user. The remaining payload columns are defined by the user when the table is created.
The MDT calibration data has been stored as an inline BLOB in the database, i.e. defining the payload to be a large character object (CLOB) which has internal structure invisible to the COOL database. COOL is then responsible only for storing and retrieving the CLOB, and its interpretation is up to the client (other possibilities to store data are: inline payload or reference payload). 
The CLOB appears as a sequence of characters, with a header and all the values separeted by a comma; the header typically contains all the information needed by the reconstruction job.  
The retrieving and storing of the data inside the Athena framework is possible using the IoVService, an interface with the COOL tables via IoV range, and a packing and unpacking algorithm of the data (currently read from ascii file).

The IoVService permits to access to the right CLOB data in time with the event, and to retrieve the payload, the unpacking algorithm changes the format of the CLOB structure, obtaining the calibration constants and finally stores them in the Transient Data Store TDS to be used by the reconstruction algorithms via the Calibration Service.      
    The full chain described is almost complete and we are finalizing a preliminary version to be ready for the cosmic runs in the cavern.
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