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— Summary and a forward look for applications
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GRID Services: The Overview

Resource-specific implementations of basic services

E.g., transport protocols, name servers, differentiated services, CPU schedulers,
public key infrastructure, site accounting, directory service, OS bypass
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What all applicationswant from the Grid
(the basics)

* A homogeneous way of looking at a ‘virtual computing
lab’ made up of heterogeneous resources as part of a
VO(Virtual Organisation) which manages the allocation of
resources to authenticated and authorised users

— A uniform way of ‘logging on’ to the Grid

— Basic functions for job submission, data management and
monitoring

» Ability to obtain resources (services) satisfying user requirements for
data, CPU, software, turnaround
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LHC Computing (a hierachical view of
grid...thishasevolved to a‘cloud’ view)
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HEP Data Analysis and Datasets

ATLAS Barrel Inner Detector
Heth))

 Raw data (RAW) ~1 MByte
— hits, pulse heights

 Reconstructed data (ESD) ~ 100 kByte
— tracks, clusters...

 AnalysisObjects (AOD) ~10kByte
— Physics Objects g
— Summarized
— Organized by physicstopic

'
ty

* Reduced AODS(TAGS) ~1kByte S

* histograms, statistical data on N
collections of events =
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HEP Data Analysis—processing patterns

* Processing fundamentally parallel duetoindependent
nature of ‘events
— S0 have concepts of splitting and merging

— Processing organised into ‘jobs which process N events
e (e.g. smulation job organised in groups of ~500 events which takes ~ day

to complete on one node)
— A processing for 10**6 events would then involve 2,000 jobs merging

into total set of 2 Thyte

* Production processing isplanned by experiment and
physics group data manager s(thiswill vary from expt to expt)

— Reconstruction processing (1-3timesayear of 10**9 events)

— Physicsgroup processing (? /month). Produce ~10**7
AOD+TAG
— Thismay bedistributed in several centres

1 Nov 2002 F Harris EDG tutorial



Processing Patterns(2)

* Individual physicsanalysis - by definition ‘chaotic’ (according to
work patterns of individuals)

— Hundreds of physicistsdistributed in expt may each want to
access central AOD+TAG and run their own selections. Will
need very selective accessto ESD+RAW data (for tuning
algorithms, checking occasional events)

 Will need replication of AOD+TAG in experiment, and selective
replication of RAW+ESD

— Thiswill beafunction of processing and physics group
organisation in the experiment
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A Logical View of Event Datafor physics analysis
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L CG/Pool on the Grid

.............. ._

.............. ._ -

LCG POOL | Grid Middleware




An implementation of distributed analysis in ALICE
using natural parallelism of processing
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AL|CE production distributed

Environment

ALICE production distributed Environment

— Entirely ALICE developed
File Catalogue as a global file system on a RDB
TAG Catalogue, as extension
Secure Authentication

— Interfaceto Globus available
Central Queue Manager (" pull" vs" push" model)

— Interfaceto EDG Resource Broker available
Monitoring infrastructure

The CORE GRID functionality

Automatic softwar e installation with AliKit
Being interfaced to EDG and iVDGL (US Testbed)
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ATLASLHCDb Software Framewor k

(Based on Services)
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GANGA: Gaudi ANd Grid Alliance
Joint Atlas/LHCDb project

» Application facilitating end-user physicists and
production managers the use of Grid services for
running Gaudi/Athena jobs.

* a GUI based application that

should help for the compleTe

=
job life-time: ” 2| GANGA =)
- job preparation and Collective
. . Histograms| &
configuration JobOptions Monitoring [Resource
- resource booking Algorithms Results | 6Grid
iob submission Services
- jo issio
Job SUbMISS GAUDI/ATHENA Program(Im)
- job monitoring and control
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A CMS Data Grid Job
Thevision for 2003

eITOr recovery rules, eic Grld service for output delivery

Physlclst Physlcs analysls tool \ Data grid boundary
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Deployingthe LHC
Global Grid Service ... e
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DataGrid Biomedical work package 10

« Grid technology opens the perspective of large computational power
and easy access to heterogeneous data sources.

* A grid for health would provide a framework for sharing disk and
computing resources, for promoting standards and fostering synergy
between bio-informatics and medical informatics

o A first biomedical grid is being deployed by the DataGrid IST
project

http://dbs.cor dis.|u/fep-cgi/srchidadb?ACTI ON=D& SESSI ON=221592002-10-
18& DOC=27& TBL=EN_PROJ& RCN=EP_RCN_A:63345& CALLER=PROJ_IST
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Challenges for abiomedical grid

 Thebiomedical community has NO strong center of gravity in Europe

— No equivalent of CERN (High-Energy Physics) or ESA (Earth
Observation)

— Many high-level laboratories of comparable size and influence
without a practical activity backbone (EM B-net, national centers,...)
leading to:

e Little awareness of common needs
e Few common standards
« Small common long-term investment

 Thebiomedical community isvery large (tens of thousands of potential
users)

 Thebiomedical community is often distant from computer science issues
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Biomedical requirements

e Largeuser
community(thousands of
users)

— anonymous/group login
e Data management

— data updates and data _
versioning computation

— Largevo|ume Paralldization

management (a hospital — MPI site-wide/ grid-wide
can accumulate TBs of — Thousands of images

Imagesin ayear
) year) — Operated on by 10's of

High priority jobs
— privileged users
| nteractivity

— communication between
user interface and

o Security .
— disk / network algorithms
encryption » Pipeline processing
 Limited responsetime — pipelinedescription
— fast queues language / scheduling
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Biomedical projectsin DataGrid

Cooperative Framework
Grid Service Portals
Distributed Algorithms

| EDG Middleware

o Distributed Algorithms. New distributed "grid-aware" algorithms
(bio-info algorithms, datamining, ...)

WP10 i
applications

o Grid Service Portals. Service providers taking advantage of the
DataGrid computational power and storage capacity.

o Cooperative Framework. Use the DataGrid as a cooperative
framework for sharing resources, algorithms, and organize
experiments in a cooperative manner.
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The grid impact on data handling

o DataGrid will allow
mirroring of databases

— An alternativeto the current
costly replication mechanism

— Allowing web portalson the
grid to access updated
databases

Biomedical ——g

Replica Catalog Eii
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Web portals for biologists

* Biologist enters sequences through web interface

* Pipelined execution of bio-informatics algorithms

— Genomics comparative analysis (thousands of files of ~Gbyte)
» Genome comparison takes days of CPU (~n**2)

— Phylogenetics
— 2D, 3D molecular structure of protens...

e The algorithms are currently executed on alocal cluster
— Big labs have big clusters ...

— But growing pressure on resources — Grid will help
« Moreand more biologists

. compare larger and larger sequences (whole genomes)...
. to more and mor e genomes...
. with fancier and fancier algorithms!!
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The Visual DataGrid Blast, afirst
genomics application on DataGrid

o A graphical interface to enter query sequences and select
the reference database

o A script to executethe BLAST algorithm on the grid
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Summary of added value provided by Grid
for BioMed applications

Data mining on genomics databases
(exponential growth).

Indexing of medical databases
(Tb/hospital/year).

Collaborative framework for large
scale experiments (e.g.
epidemiological studies).

Parallel processing for

— Databases analysis

— Complex 3D modelling
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Earth Observation (WP9)

»Global Ozone (GOME) Satellite Data Processing
and Validation by KNMI, IPSL and ESA

=The DataGrid testbed provides a collabor ative

processing environment for 3 geographically
distributed EO sites (Holland, France, Italy)
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ENVISAT

3500 MEuro programme cost
Launched on February 28, 2002
10 instruments on board
200 Mbps data rate to ground
400 Thytes data archived/year ff‘
~100 “standard” products -«
10+ dedicated faC|I|t|es i'n E“J pe
s T
~7OO approved suericé uger prOJécts =2

,*--"-'




Earth Observation

= Two different GOM E processing techniques will be
Investigated
* OPERA (Holland) - Tightly coupled - using MPI
*NOPREGO (ltaly) - Loosdly coupled - using
Neural Networks

= The results are checked by VALIDATION
(France). Satellite Observations are compared
against ground-based LI DAR measurements
coincident in area and time.
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GOME OZONE Data
Processing M odel

*|_evel-1 data (raw satellite measurements) are analysed
to retrieve actual physical quantities : Level-2 data

= |_evel-2 data provides measurements of OZONE within
avertical column of atmosphere at a given lat/lon
location above the Earth’s surface

= Coincident data consists of Level-2 data co-registered
with LIDAR data (ground-based observations) and
compared using statistical methods
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Raw satellite data

from the GOME instrument

The EO Data challenge:
Processing and validation
of 1 year of GOME data

. Level 1
ESA - KNMI .E - LIDAR
Processing of raw GOME
data to ozone profiles
With OPERA and NNO IPSL
2 Validate GOME ozone profiles
If_—_l With Ground Based measurements
Level 2 DataGrid =
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EO Use-Case File Numbers

1 Year of GOME data

Data Number of filesto be Size
processed and replicated

Level 1 4,724 15Mb
(Satellite data)
Level 2 9,448,000 10 kb
(NNO)
Level 2 9,448,000 12 kb
(Opera)
Coincident 12 25Mb
(Validation)
Total:

18,900,736 files| 267 Ghyte

1 Nov 2002

Part of a 5-year, global dataset
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GOME Processing Steps (1-2)

Step 1:  Transfer Levell datato the Grid Storage Element
Step 2:  Register Levell datawith the ReplicaManager

Replicate to other SEsif necessary

- Submit job -

User

Replicat

MetaData
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GOME Processing Steps (3-4)

Step 3:  Submit jobsto process L evell
data, produce Level2 data

Check
cerﬁficajje

Step 4:  Transfer Level2
data productsto the
Storage Element

Retrieve result

User

JDL

script || Executable —

inniit

input
data

m_ogical filename
hysical filename
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GOME Processing Steps (5-6)

Step 5 Produce Level-2/ LIDAR Coincident data Step 6:  Visualize Results
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Common Applications Work

e Severa discussions
between application WPMs
and technical coordination
to consider the common
needs of all applications

EDG software
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Summary and aforward look for applications work within EDG

Currently evaluating the basic functionality of thetools and their
Integration into data processing schemes. Will move onto ar eas of
Inter active analysis, and mor e detailed interfacing via APIs

— Hopefully experimentswill do common work in interfacing
applicationsto GRID under the umbrella of LCG

— HEPCAL (Common Use Cases for a HEP Common
Application Layer) work will be used asa basisfor the
Integration of Grid tools intothe LHC prototype

Therearemany grid projectsin theworld and we must work
together with them

— eg.in HEP we have DataTag,Crossgrid,Nordugrid + US
Projects(GryPhyn,PPDG,iVDGL)

Per haps we can define shared project between HEP,Bio-med and
ESA for applicationslayer interfacing to basic Grid functions.
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 Someinteresting WEB sites and documents

— LHC Review
(LHC Computing Review)
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(model for regional centres)
(HEPCAL Grid use cases)
— GEANT (European Resear ch Networks)
— POOL
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( Requirements)
- WP9
(Reqts)
— WP10
(Reqts)
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