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The ATLAS Collaboration 

2500 scientists   from almost  200 universities and labs  in  37 countries 
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The ATLAS Detector 
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Cosmic Ray Data Collection in ATLAS 
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The ATLAS Inner Detector 
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The ATLAS Inner Detector 
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Inner Detector Status 
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TRT Results from Cosmics 
 Turn on of transition radiation from Muons 
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The ATLAS Calorimeter System 
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Calorimeter Status 
•   LAr Calorimeters 

–  Dead channels 0.02 % (+0.9% from readout being fixed) 
–  Noisy channel 0.003% 
–  Electronic calibration procedure is operational 

•  Tile Calorimeter 
–  Dead channels 0.4% (reparable at next shutdown) 
–  Calibration system is operational (Cs source, Laser, 

Charge inj.) 
•  L1 Calorimeter Trigger 

–  Dead channels < 0.4% (+0.3% recoverable) of 7200 
analogue channels 

–  Channel to channel noise suppression allows ET=1GeV 
cut (aim is 0.5 GeV) 
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LaR Cosmic results 

•  Three cluster MPV curves 
are shown -  the LArMuID 
and 3x3 cluster algorithms 
applied to real cosmic data, 
and the true cluster from the 
cosmic simulation.  The 
curves have been 
normalized to the point at 
eta between 0.3 and 0.4.  
Also shown is the second 
sampling cell depth.  The 
MPV value clearly tracks the 
cell depth as one would 
expect for a minimum 
ionizing particle - the 
uniformity of the response 
agrees with simulation at the 
level of 2%. 
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The ATLAS Muon Spectrometer 
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Muon Spectrometer Status 
•  Precision Chambers 

Spatial resolution 35-40 µm 
–  MDT (barrel/endcap) 

•  99.3% channels 
operational 

•  Dead channels (0.2%)  
•  0.5% recoverable 

–  CSC (small wheel) 
•  1.5% dead channels 

–  Optical Alignment System 
(12232 channels) (30 µm)  

•  99.7% operational in 
barrel 

•  99% Operational in 
endcap 

•  Trigger Chambers 
 Spatial resolution 5-10 mm 
 Time resolution < 25 ns 
–  RPC barrel 95.5% 

operational (goal: 98.5%) 
•  Dead strips < 2% 
•  Hot strips < 1% 

–  TGC endcap 
•  99.8% operational 
•  Noisy channels < 0.02% 
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Muon System stand alone resolution 
ΔPT/PT < 10% up to 1 TeV 
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Muon Spectrometer Performance 

•  stand-alone = muon reconstructed with the muon spectrometer stand alone; the muon 
momentum is corrected for the energy loss in the calorimeters by the expected energy loss; 

•  combined = muon reconstructed with the muon spectrometer and the inner detector; 
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Cosmic Ray Performance in the  
Muon Spectrometer 
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•  Isolated Track 
Residuals 

•  Residuals corrected 
by Optical Alignment 

•  Residuals correct by 
track-based alignment 
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The ATLAS Trigger/DAQ System 

L2 accept ~3 kHz ) 

~ 40 ms 

~ 4s 
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Trigger/DAQ Status 
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High Level Trigger Cosmics Results 
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Combined Cosmic Ray Results: Electrons 

•  Input for analysis: 3.5M events with High Level Trigger track 
candidate reconstructed in Inner Detector (ID) 

•  Filter for ET>3 GeV, loose track matching => 11k evts. 
•  Electrons cuts: lateral shower shapes in 1st,2nd layer 
•  Track cluster matching in ϕ, >25 hits in TRT 
•  Remaining events split into: 

–  1229 muon brem. Candidates 
•  Only one track reconstructed in the barrel ID 

–  85 ionization electron candidates 
•  >2 tracks reconstructed in the barrel ID  

•  Results on next slide… 

22 J. Shank  DPF July 2009, Detroit 



Electrons in Cosmic Rays 

23 



•  ATLAS will produce many Petabytes of data over the next 1.5 years 
•  This data is distributed world wide in order to get enough resources 

to perform the required analysis. 
•  The Computing Model 

–  Tier 0 computing center at CERN. 
•  First pass reprocessing to produce Event Summary Data (ESD) and 

Analysis Object Data (AOD). 
•  Raw data stored on tape at CERN 

–  Ten Tier 1 centers around the world 
•  Each get a fraction of the raw data such that there are 2 full copies around the world 
•  Re-processing occurs at T1 centers producing refined ESD and AOD 

–  ~ 65 Tier 2 centers around the world 
•  Get copies of some ESD and AOD 
•  Physicists do analysis at T2 centers 

•  Fully automated system, moves data, performs Monte Carlo 
simulation, re-processing and physics analysis 
–  This system has been repeatedly tested to ensure the computing fabric 

is ready for data 
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 ATLAS Distributed Computing 
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Conclusion 
•  ATLAS is ready for collision data! 
•  Very few dead or hot channels, low noise. 
•  There has been much progress on understanding 

the detector through studying cosmic rays. 
–  A lot more progress can be made with collisions of any 

energy 
•  Poised to make discoveries quickly when high 

energy collisions occur. 
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Backup Material 
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•  This plot shows the cluster energy distribution for two different cluster algorithms, both of which are restricted to 
cells of the second sampling layer.  The clusters are taken from events which satisfy a loose projectivity 
requirement determined from Tile calorimeter information.  The clusters shown in this figure have centers in the 
eta region from 0.3 to 0.4.  The LArMuID algorithm is a variable size algorithm - only cells above a given threshold 
are added to the cluster.  The 3x3 cluster is fixed in size.  Both cluster energy distribution have been fit with a 
Landau convoluted with a Gaussian.  The most probable value (MPV) of the LArMuID algorithm is less than that of 
the 3x3 distribution as a result of a bias from only including cells with energy above a certain threshold.  The 3x3 
cluster is sufficiently large to capture all the relevant energy in these pseudo-projective events, and  the fitted 

Gaussian width variable is consistent with the non-correlated noise of 9 cells. 

J. Shank  DPF July 2009, Detroit 27 

Energy Distribution in the LAr 
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 Details of upper plots on slide 23 
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 Details of lower plots on slide 23 


