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Overview
" BaBar uses Objectivity for the eventstore, conditions, 
detector config urations, am bient data and for tem p orary 
storag e of inform ation used in cal ibrations

" BaBar is p rim aril y interested in fol l ow ing  the L C G  
p ersistency fram ew ork  area as p art of devel op ing  and 
m aintaining  an Objectivity conting ency p l an

" I ' l l  try to describe here the BaBar p roduction and 
anal ysis system  and som e of the thing s that shap ed it 

" I ' m  not g oing  to discuss the Objectivity based eventstore 
in detail .  T hat has been done before and I ' m  not the rig ht 
p erson for that anyw ay

" I ' m  not g oing  to show  any cl ass diag ram s



Experiment deployment model
" Timescale: in production/contingency
" V olume: 5 7 5 TB  ( O b j ectiv ity)  +  1 5 TB  ( R O O T)  +  1 0 0 TB  
( raw  data,  " x tc"  f iles)

" F iles: 3 5 0 k  ( O b j ectiv ity) ,   a lot ( R O O T) ,  ~ 2 0 k  ( x tc/raw )
" D istrib ution: 4  ̀ ` Tier A ' ' ,  2  ' ' Tier B ' ' ,  1 5 -2 0  simulation 
production sites,  ~ 1 5  ̀ ` Tier C ' '

" R ecov ery f rom j ob  f ailures: yes ( meth od v aries)
" N umb er of  population j ob s: 2 0 M ( ? )  so f ar
" U se of  R ef s: yes
" ( th e rest of  th is talk  is actually details ab out our current 
` ` deployment model' ' )



Trigger/Online
" L1 Trigger -h a rd w a re
" L3  Trigger -s o f t w a re
� running on farm of unix processors
� S ol aris/ sparc from b eginning of d at a t ak ing,  recent l y  
d emonst rat ed  running on l inux/ int el
� D esign out put  w as 1 0 0 H z ,  now  surpassed
� W rit es raw  d at a t o a cust om fl at  fil e ( " xt c" )  as a 
b uffer,  t h is is sav ed  t o mass st orage and  is t h e input  t o 
P rompt  R econst ruct ion ( P R ) .  T h is is t h e canonical  
raw  d at a format  for B aB ar.



Prompt Reconstruction (PR) Farm

" Runs processed sequentially in the order they are 
tak en,  raw  data tak en f rom  ` ` x tc' '  f ile ( retriev ed 
f rom  disk  cache or f rom  H P S S )

" ` ` Rolling ' '  calib rations f rom  one run used b y nex t



Event Data written to Objy in PR
" TAG - t a g  d a t a ,  u s e d  f o r  a n a l y s i s  ( 1 k B / e v e n t )
" AO D  - ` ` m i c r o  d a t a ' ' ,  w i d e l y  u s e d  f o r  a n a l y s i s  
( 5 k B / e v e n t )

" E S D  - ` ` m i n i  d a t a ' ' ,  u s e d  c u r r e n t l y  m o s t l y  f o r  
c a l i b r a t i o n s ,  n e w  m o r e  c o m p l e t e  v e r s i o n  g o i n g  
i n t o  p r o d u c t i o n  w i l l  l i k e l y  b e  m o r e  i n t e r e s t i n g  f o r  
a n a l y s i s  ( m a y  r e p l a c e  AO D ,  1 0 k B / e v e n t )

" R E C  -r e c o  d a t a  ( d e p r e c a t e d ,  1 5 0 k B / e v e n t )
" R AW  - O b j y  c o p y  o f  r a w  d a t a  ( m a y  n o w  b e  
t u r n e d  o f f ,  5 0 k B / e v e n t )



Typical run in PR



PR Hardware today 
" 8 datamovers (4 cpu, 450MHz sparc), each with 1 
1T B  of  disk  space attached  (perhaps overk il l )

" 17 5 cl ien t cpus - 86 6  MHz P I I I  cpus, 1 G B  
(L in ux )

" 3  l ock server machin es - 1 cpu 450MHz sparc
" 1 C HS / O I D  server - 2  cpu 450MHz sparc
" 1 catal og  server - 2  cpu 450MHz sparc
" 1 j ourn al  server - 2  cpu 450MHz sparc
" 2  oprserv machin es -2  cpu, 400MHz sparc, 400 
G B  of  disk  (2  machin es perhaps overk il l )



Scaling limitations
" Data servers: limitations can be dealt with by simply 
adding  more data servers ( optimiz ation done with 
corba clu stering  hint server)

" L ock server limitation: partition f arm su ch that half  of  
nodes write to one F DB  and the other half  to a 
separate F DB  and piece the resu ltant collections back  
tog ether in a ` ` bridg e f ederation' '  f or u se in analysis



New PR architecture " Two passes
" P r om pt C al i b :  
pr oc ess f i x ed  r at e 
of  som e ev en t  
t y pes,  r u n s 
pr oc essed  i n  t h e 
or d er  t ak en ,  wr i t e 
c al i b r at i on s on l y

" B u l k  r ec o:  
par al l el  f ar m s f or  
ev en t  r ec o.  ( i n  
l i m i t ,  i t   i s b at c h  
pr oc essi n g )



Simulation Production (SP)
" Simpler system: N (independent) batch clients writing 
data to  o ne serv er,  co nditio ns are read o nly.  O nly the 
O bj ectiv ity f ederatio n ties the o u tpu t o f  j o bs to gether.

" C u rrently do  pro du ctio n in 3  separate steps,  each a 
separate batch j o b
� Geant simulation
� D etec tor  r esp onse simulation
� R ec onstr uc tion

" T his was u sef u l when the rate o f  change o f  the co de 
base was higher,  no w mo v ing to  single mo no lithic 
ex ecu table which do es all three ` ` steps' '  in o ne j o b



Simulation Production (2)
" SP done at 15-2 0  s i tes  i nv ol v i ng  s om eth i ng  l i k e 
7 0 0  c p u s  

" W e w er e s h i p p i ng  al l  data ( anal y s i s  data as  w el l  
as  ` ` b u l k ' '  data)  b ac k  to SL A C ,  w as  h eadi ng  
tow ar ds  1 T B / day .  W e no l ong er  s h i p  th e b u l k  
data datab as es  b ac k  to SL A C ,  b u t del ete i t i ns tead 
l oc al l y  at th e p r odu c ti on s i te.  ( i . e.  i t does n' t g o ou t 
ov er  th e W A N )

" Si ng l e p as s  m onol i th i c  ex ec u tab l e w i l l  g o i nto 
p r odu c ti on s oon,  al l ow i ng  u s  to av oi d al s o 
s endi ng  th e ( i nter m edi ate)  b u l k  data ov er  th e 
L A N



Kanga/Root format
" Due to initial difficulties in using Objectivity for both 
p roduction and ( in p articular)  analysis aw ay from  S L A C ,  in 
1 9 9 9 / 2 0 0 0  an alternative R OOT  I / O based analysis data 
form at w as develop ed ( K anga)

" L im ited to ̀ ` m icro data' '  ( T A G  and A OD)
" E m p hasis on ease of im p ort and use at U niversity sites ( to 
date Objectivity is only used for analysis at S L A C  and 
I n2 p 3 )

" C onstructed such that a given analysis job could sw itch back  
and forth betw een the Objy and R OOT  based eventstores 
very easily ( transient-p ersistent sep aration)



Kanga/Root format
" A collection of TAG/AOD data is stored as a single tree per 
file,  one file ou tpu t per j ob ,  one j ob  per data/M C  ru n.  

" S im ple integer b ased references u sing a registry  
im plem ented,  b u t not u sed in TAG/AOD data

" Data is read from  Ob j ectiv ity  ev entstore and w ritten ou t in 
` ` K anga' '  form at b y  dedicated conv erter j ob s 

" As u sed in produ ction,  redoing th e tag b its du e to new  
selections m eans rew riting all TAG/AOD data 

" Th e sy stem  su pports b oth  stream ing of m u ltiple files as w ell 
as sim ple pointer collections,  b u t neith er of th ese is u sed ( y et)  
in produ ction sy stem .



Analysis jobs: notes
" Users queries a collection database in RDBMS (for both 
O bj ectiv ity  and K ang a ev entstores)  w ith a standalone 
tool and receiv es a list of collections m atching  the 
sp ecified criteria (sk im ,  release,  run num ber,  . . . ) .  T he 
F ram ew ork  j ob then runs on the ev entstore (O bj y  or 
K ang a)  and does not interact w ith the RDBMS.

" A naly sis data resides on serv ers w hich are p hy sically  
sep arate from  those from  p roduction,  so data becom es 
av ailable in a w eek ly  sw eep ,  requiring  an outag e of both 
the p roduction and analy sis federations.



Production reskimming
" Approximately once/year since data taking began, the 
physics selections are rev isited ( new  ones added, existing 
selections are changed, etc. )

" T his seems to happen asynchronou sly f rom ou r 
` ` produ ction releases' '  f or u se in P R  and S P

" W hen these selections conv erge, they are pu t into 
produ ction bu t existing real and simu lated data mu st be 
reskimmed, i. e.  tag bits are recalcu lated and physics 
selection collections are redone

" I n O bj ectiv ity ev entstore, T AG  is rew ritten and the rest 
of  the ev ent is borrow ed f rom original copy.  I n K anga, 
T AG /AO D  is rew ritten.



Streaming strategy
" Initially 4 data streams were output from PR 
( isM ultih adron,  isC alib E v ent,  . . . ) .  T h is was mostly 
useful for stag ing ,  b ut was not well matc h ed to ex port 
of small data samples.

" In early 2 0 0 1 ,  switc h ed to writing  2 0  output streams 
( with  ev ent duplic ation b etween th em) ,  suc h  th at a 
site c ould import a sing le ̀ ` stream' '  as a data sub set.  
` ` S olv ed' '  prob lem of useful deep c opy due to D B ID  
limitation of O b j ec tiv ity.

" T h is strateg y was to b ootstrap use of O b j ec tiv ity for 
analysis at ` ` T ier C ' '  ( i. e.  U niv ersity)  sites 



Streaming Strategy (2)
" Problems with 20 stream strategy: 
� d u p lic ation  at sites with all streams on  d isk  req u ires a 
f ac tor 2. 5  more d isk  sp ac e,  
� a ̀ ` stream' '  c on tain ed  sev eral p hysic s selec tion s,  more 
than  a small site really wan ted  ( 1 00+  selec tion s are 
grou p ed  in to the 20 streams to min imiz e d u p lic ation  
between  streams)
� I n c reased  sign if ic an tly the n u mber of  op en  f iles in  PR  an d  
thu s imp ac ted  p erf orman c e 

" D u e to large siz e of  d isk  resid en t d ata in  O bj ec tiv ity 
ev en tstore,  we n ev er ac tu ally tu rn ed  on  the ev en t d u p lic ation  
between  streams ( wrote 20 streams with ̀ ` f irst hit,  own s the 
ev en t' '  p lac emen t)



Streaming strategy (3)
" In the past 1.5 years, the technology to use 
m ulti ple f ed erati ons w i thi n a si ngle j ob  w as put 
i nto use.

" W e are now  sw i tchi ng b ack  to a schem e i n w hi ch 
w e w ri te 4  stream s and  10 0 +  sk i m  ( poi nter)  
collecti ons f or physi cs selecti ons. D ata can b e 
ex ported  b y runni ng a d eep copy j ob  ov er one of  
the physi cs selecti ons and  w ri ti ng the output to a 
separate f ed erati on.

" N ot yet 10 0 %  clear i f  d ata d upli cati on i s need ed  
anyw ay f or perf orm ance reasons or not....



Analysis use
" I've described the production systems which produce 
tera bytes of  a na l ysis l evel  da ta  f or use in a na l ysis a nd 
some a na l ysis rel a ted a ctivities.

" W ha t does the a vera g e physicist doing  a na l ysis do once 
the da ta  is a va il a bl e in one of  the two ( rel a tivel y 
sophistica ted)  eventstores?

" H e/ she immedia tel y runs over it a nd dumps the da ta  out 
to ntupl es/ root f il es in his/ her own custom f orma t ( a nd 
a sk s f or tera bytes of  disk s to store it)

" T o some ex tent this ha s crysta l l iz ed into ̀ ` ntupl e 
productions'' by ea ch a na l ysis work ing  g roup 

" W ork  on sta nda l one ntupl es/ root f il es intera ctivel y a nd 
then pa ss throug h da ta  a  second time crea ting  reduced 
col l ections



Analysis use (2)
" We provide standardized classes for persisting 
` ` com posite' '  candidates ( e. g.  a reconstru cted B  m eson in  
an analy sis program )  as w ell as ` ` attrib u tes' '  for u ser 
defined inform ation in b oth  th e O b j ectivity  and 
K anga/ R O O T  eventstores.

" N ot w idely  u sed,  people u se ntu ples and cu stom  root 
files,  b u t interest seem s to b e increasing a b it.  

" M ini ( E S D )  date is significantly  m ore soph isticated and 
m ay  replace som e of th is as analy ses are b ecom ing m ore 
soph isticated



Objectivity contingency plan
" As a first pass, we are interested in exploring if 
we c ou ld extend ou r existing ` ` K anga' '  R O O T  
b ased persistenc y  fram ework  as a c ontingenc y  
plan for ou r ev entstore, rath er th an im porting 
som eth ing new loc k , stoc k  and b arrel.

" H owev er, as th is proj ec t b ec om es m ore m atu re, it 
will c learly  b ec om e m ore interesting as th e 
` ` c ontingenc y  plan' '  

" C u rrently  we h av e no plan to m igrate away  from  
O b j ec tiv ity .



General issues for Kanga extension
A Well adapted to tag/micro analyses, but not everything 
w e w ould need f rom a R D B M S /R O O T  replacement f or 
O bj ectivity eventstore, some considerations are:
A A ll components in one f ile ( no tag, aod, esd, raw , sim, 
tru separation) .  no esd, raw , sim, tru. . .
A N o means to borrow  components f rom an event
A F ile siz e is poor match to H P S S  ( too small)
A N o automatic staging mechanism
A P roduction pointer collections ( in progress)
A H ow  do w e insure that every event is w ritten once and 
only once in P R ?  ( check pointing/transactions)


