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Detector Construction, QC & Commissioning
Issues for a Supercollider

remarks and personal views based on experience and plans from LHC experiments
(ATLASand CMS) and from the studies for LHC upgrades

Supercollider experiments. generalities & themesfor this presentation
Trends affecting detector construction

| ntegration

QA/QC and project monitoring

Commissioning

Conclusion
Austin Ball, CERN
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Super collider experiments
high energy, high luminosity

-are big, few in number and costly
-risks are large, failure unthinkable

~ -Involve many : countries

| funding agencies
Institutes
physicists

and need alarge, well-equipped
host organisation

timescale long: obsolescence built—in

experimental environment is hostile
special components
difficult maintenance
difficult disposal

collison rate & stored data volume are
challenaing




Erice Eloisatron Workshop, 29 September 2003, Austin Ball

Trends affecting detector construction

sensor technologies: other talks this workshop

sociology
administrative & legal constraints

Size of experiments:
industrial production
reception areas
custom detector manufacturing: automation & hand-building.

logistics

electronics
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Sociological constraints

eSupercollider projectstake 10 yearsor moreto build before operation

-subject to several rounds of national and international economic and political cycles
unwise to plan based on the good times

-overlap with comparable running experiments is reducing
timescale too long for Pn.D students to see final data

-human lifetime & fragility become non-negligible factors
more people burn-out, move on or stagnate
attrition of expertise between design , construction and operation
start experiments with few personnel experienced in commissioning
maintenance workers less willing to suffer mSv radiation doses?

simportant to create opportunitiesfor young people (from many fields) to contribute part
of their careersin a satisfying way.
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Management and Communication

semi-academic heirachy in a collaboration isintrinsically (and usually beneficially) weak...
social complexity increases combinatorially n(n-1)/2

. where n might be # institutes, teams, funding agencies, Leview committees..etc

Mother Goose & Grimm By Mike Peters
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Administrative & L egal constraints

an increasingly regulated, accounts-driven world is becoming more hostile for research-type
activities without an immediate economic objective and involving maxima & minima of
construction activity

Host lab resources, diversity and expertise in both R & D and construction support reducing
Legal/practical restrictions areincreasing on:  staff mobility from institute to institute

hiring of temporary staff
L abour from developing economies will get less and less cheap and is not along-term solution

Project financing is tending more and more towards P + M
more flexibility and easier accountability (in a open and de-regulated economy)
materials/personnel/travel/contingency etc all paid from budget
reduced or absent underlying infrastructure and permanent staff in institutes

Risk of inadequate continuity in the technical knowledge base
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Administrative and Legal constraints

*Tolerance for negative environmental impact isreducing (good thing!)

HEP is generally not a polluting activity, but is affected (costs,time) for instance by:
restrictions on tunneling activities & surface infrastructure
restrictions on emissions (eg effluent detector gases) and contamination
reguirements on traceability of waste and disposal methods(esp radioactive)
reduction in allowed radiation dose rates for workers

*Equipment hasto follow codesfor industrial scale, per manent objects eg seismic stability
*Accessto the latest microelectronic technologiesisrestricted.

all the above constrain the design, construction, commissioning and operation of research
facilities

( Note in passing: A supercollider project must take increasing care to avoid being classified
with the nuclear industry in the minds of bureaucrats or of the public)
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Industry can make large objectsincreasingly precisely

application of numerically control to large
machine-tools 2004m precision on these holes
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but transport to experiment site setslimits
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and transport surprises are quite frequent...
& expensive....

i 2 ATLAS endcap magnetic vacuum vessel, Jura

\
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back-up resources need to be industrial scale

ATLASBarre Toroid Integration and Test

Industry can
default dueto

unattai nable spec
unprofitability

economic cycle
effects

etc

—> guite common
In LHC projects
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and reception/pre-integration areas large
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Automation

“robots’ increasingly applied to precise

repetitivetasks with precision components
-adapting components to robot is non-trivial
-mistakes are also made the same every time!




Erice Eloisatron Workshop, 29 September 2003, Austin Ball

Manual assembly still needed...

e
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nimble hands sometimes better custom robots

CMS forward calorimeter

600k quartz fibres inserted in absorber
modules by hand in ~15 months.
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L ogistics

Ideal world:
processes should be concentrated on one site or a small number of parallel sites
lines of communication shorter, responsibility clearer, uniform quality easier to maintain
le input : procured materials <——> output: tested detectors
centres should be able to back each other up ie manufacture interchangeable between centres
number of different variants of a part should be minimised

“few specials’ to fill acceptance hole can cost same design & prototyping effort as “ standards
In eg LEP collaborations, many sub-systems were still the prime responsibility of one institute
unfortunately, the nature of supercollider collaborationsand their sociology
tendstowardsdistributed production, and even distributed processes.

- needed to maintain institute infrastructure, intellectual attraction and distribute expertise...

thelogistic price of thismust be factored in, not overlooked!!
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L ogistics: transport carriesrisks

however careful the handling.... accidentswill happen assess risks correctly, insurewhere appropriate
to both big and small packages... i
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Electronics. 40% of cost, 90% of risk?

high collision rate = high current per electronic channel
high precision tracking & calorimetry = high channel count
high radiation environment - rad tolerance needed.(qualified COTS or custom-made)

electronicstasks were poorly represented in LHC experiment high level planning
befor e mechanical manufacturing of detection systems was launched
subsequently on-detector electronicstasks suddenly appeared on critical path!!
usually dueto

. underestimation of engineering resources

. over-dependence on avery few key individuals

. failed/poor yield submissions

. rad tolerance testing taking unforeseen time

. vulnerability to foundry delivery schedules

. vulnerability to technologies disappearing or changing

. single batch ordering incompatible with funding profiles

much electronics has been retrofitted to mechanically completed detectors—> risk

———> schedule pressure ——> burn-in treated as a contingency ——> pay the price later?
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Electronics experience

Arrival of “final” eectronics

+ serious consideration of services ———> mechanical integration “ zombies’,
(cables, connectors, power distribution etc)

final system tests generally done late——> bad surprises coming late?
eg EMC and grounding issues.

Power density and cooling challenges of supercollider detectorsare outside our
previous experience and can be expected to give problems!
Power consumption of ATLAS/CM S on-detector equipment is of order 1.0 MW

Maintenancetools. rate of update, backward compatibility, obsolesence
Issues underestimated
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Electronics

Moore' slaw isstill good for processor power
but need not apply to other components

eg CMS ECAL front end electronics

before 0.25um technology (fast, rad-hard data reduction on detector) was proven
design minimised the risk from on-detector rad-hard components by shipping
data from individual channels off-detector.

this design bet on athe plausible, but large, reduction ( x5) in the cost of optical links
...which never occurred (capacity of single fibres was nowhere near saturated).

(luckily the success of 0.25um and the motivation of the teams working with it
seem to have saved the day)
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Electronics; the future

0.25um a success at LHC! yield,noise, power consumption,
rad tolerance at reasonable cost
more signal processing on detector
represents the fruits of along collaboration with IBM

progression will probably be - 0.13um —=>0. 065um. (x 16 more gates per unit chip size)
rad tolerance should be good (at least of 0.13pm with SO, dielectric)
overcome any SEU effects by redundancy of key elements

refresh from local flash memory
Resear ch collaboration with big vendorsfor our special requirementsworks!
but werepresent atiny market (IBM makes40k 0.25um wafersaweek)...start early!
-experience suggest processes are stable when number of wafers made is large (say >10k)

Optical links:
expect progression from 1.6 Gbit (now) = 10 Gbit (straightforward) - 10Gbit
through mono-mode fibre to avoid dispersion

System design (across whole expt) is better as an input than an afterthought



« Complex 9U digital board

* mostly empty space!
...relieson FPGAsS:
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Electronics: proliferation of FPGAS

optical signal deserialiser

data digitisation

data reduction

cluster (hit) finding

calibration

synchronisation

data assembly and transmission

Increasingly, DAQ functions are downloaded to FPGAs on- and off-detector
-requirements and cross-checks on algorithms are ~ as strict asfor ASICS
-platforms to program FPGA'’ s subject to obsolescence?
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Engineering I ntegration

athankless but vital task, needing a dedicated team and resources

eg Joint CERN-ETHZ project: supporting CMS Technical Coordination since 1997

ST

The parameters are proposed
by the Technical Coord.

The Management Board
approves the Parameters

3D Modelling
Integration Coordinator + 3-4 CAD draughtsmen/engineers, QA/QC engineer

tasks: parameter envelopes, change control , non-conformities
tools: 3-D modelling : trandation from multiple external CAD systems, CDD, EDMS.

. full scale sectional model in bldg 867.
centre: focus for detailed mech. engineering links between subsystems (link meetings)

temporary facilitiesfor collaborating groups.
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|ntegration: Cabling modelling

ATLASID services
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| ntegration: cable procurement & installation

LARG

Some of the listed cables needs to be installed together with cryogenic services: then installation starts earlier, 19.02.2004

ALL = EM Barrel SideA & SideC+ END-CAP Side A & Side C (EMB, EMEC, HEC, FCAL)

2002 2003 2004 ]
[detecto]subsysten|function Jtype |diamgN of c[Len, Kn[reference[connecto[connecto]characterisicomment]  [SO0dNd De Ja]Fe[Md A Md Juf Ju[Au S OdNJ D€l JalFe]MA M JufJu[AdSOdNd De:
LArg All Trigger CalElectrical | 12.50] 374 39.38 16 shielded {Must go th Cables have been already ordered 20| 20
LArg All High Volta|HV 13.00f 156| 21.54 25 + 2 sparg- |10 B 20| 20
LArg Al Low VoltadLV 13.00 66 5.08 - 20[ |5 20 20
LArg All Data and {Optical 9.50 58 4.35[Ericsson (12-way parallel opticg| This is a cug The cable | 20 B 20| 20
[LArg AN [Monitoring|Electrical [ 20.00] 74] 5.31] I I I [Detectorty” [ | [ W Jeof [ [S | [ [ [ Jeof [ [ 2] [TTTTTTTT]
‘LArg |AII |Trc Optic10pticaI I| 3.00“ 244| 16.38| | | |Individua| ﬁb1Must Jo 11 | [ | |2o| | | |5 | | | | | | | | “ “ “ Hzo“ “ “ Hzo“ “ “ |
Last acceptable
day for delivery to|
PRR1 completed. CERN
Cable and connectors
Please note that TTC These cables must be are CERN Stock Items Beginning of
optical fibers should . ) installation
be part of Level 1 installed together with the gggrzact =

Cryo senices

Trigger

However
specified
hawe ale

The optical fibres already passed
PRR1 almost a year ago.

January 2003

(Precise length)

length was never
, will be important to
ngth approximation in

Tendering :=

PRR1

(Length with 20%
accuracy, \erification of

CERN safety

tends to get neglected as unglamorous, by both detector & electronics specialists
—> easlly comes on to critical path. Plan must include maintenance as well as installation



Erice Eloisatron Workshop, 29 September 2003, Austin Ball

Quality Assurance/contr ol

Quality assurance:
the set of planned and systematic activities which ensure that the experiment project:

attains the required performance
Is completed and running on time
complies with legal and other rules and regulations
Is safe, reliable and maintainable
applies everywhere from design through prototyping, production, assembly & installation

Includes well known concepts such as part identification, documentation, traceability,
change control, peer review, scheduling & reporting, inspection & test (QC).

most of the activities are obvioudy needed, and were alwaysdone .... but....
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Quality Assurance/Control

As collaboration size has grown, that which used to be done intuitively needsto become
somewhat mor e formal....some differences of opinion on how formal...

@‘.“ QUALITY ASSURANCE POLICY
AP CONTENTS & STATUS
Folea ) )
rd Page

ATLAS Project Dovearent. Na i sriia

kwmewi Yo, 1 resttend

ATL-GE-CERN-QAP-0100.00 | CERN/QAP /100,00 o S JPPTTIA L T

Table of Canrears

L NOREME & REFERENDI oo sttt et Sl i ittt St St et et 4

LINOREMASTANDARDS R GENERAL REFERENUES . .. . . oo 00 0 50000 08 605 58 8 i e
B B 0o,y I g S ——————————

- b b

LT dme gy ) § Y S —— 4

define rules, guidelines & procedures:
- introduce formalism only where it helps to improve the end result in the HEP environment
- still rely on, and encourage, the motivation of physicists to make a good detector
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Engineering data & document management

=} EDMS Web Navigator - Microsoft Internet Explorer provided by CERN -10] =

File Edit Yiew Fgvorites Jools Help

FBack - = - (D 1] A Qoeach GgFavortes Predia B | N S T H

fddrass 1-{] https: | fedms. cern.chycedar jplsglfnavigation. tree?cookie=21255608p _top_id=16829972508p _top_type=P&p_open_id=14144392748p _open_type=P j o'Go | Links
Favor X - - " Home | Navigator | Search | Help | EDMS Site
el CMs | ey
( 3 Uzer: AUSTIN
See | A P B
. . Description: -
—-_JMB--- Reset Setas Top Search Re-login P - Displayed Sorted by
& & AUSTIN Eq. Code: Compact listing Number
&)AT... ) L] EDMS 1d: CMS-0000005385 v.0 Extended listing Creation Date
7 Hide obsolete Status
& EDR Reports = Responsible: Show obsolete
Electronic Systems Reviews -
ESR General
ESR Reports PAGES: All 12
@ Technical Coordination Meetings
B8 CMS QAXC documents and NG CMB-GM-RR-0001 v.1 HCAL_EDR-01 . Released

&5

31— Safety, Standards and SPL Docu
@ GLIMOS documents
3 CMS Survey Documents

EDMs 14 108221
Engineerig Design Review of Hadronic Barrel HCAL_EDR/1 Committee Report

-

B CMS detector integration Loc. page cms-n-hcal_edr-01-3589 O sub-doc 1 version
Alain HERVE
B9 General parameters doc (142 k) pdf 30 ke
1999-11-30
- ety ) Review Report
B0 Alignment & survey
B Assembly CMS-GM-RR-0002 v.1 MUOKN_EDR-01 _
8 Detector-Machine Interface
£ Luminosity & TOTEM KRN b SR SE
B Tracker Engineering Design Review MUON_EDR/1, held 16 to 18 November 1998 Committee Report
B ECAL Doc, page cms-n-muon_edr-01-3594 @ sub-doc I version
B3 Preshawer doc (172 k) pdf 41 k) Alain HERVE
1999-11-30
FES AR Review Report
B3 Muons
— Rpe GMS-GM-RR-0003 v.1 MAGNET_EDR-01 _
B

Coil -
N | .L“J EDMS Id 1_03239 .

&l ) : ) : - 21 ,& Local :rtumt

|4

important for
-document organisation
-reliable archiving
-approval/ change control

- documenting important
non-conformities and
thelr resolution

CERN EDM S:took some
time to customize for
experiments

-now vital

-still cumbersome

-can legitimise falsehoods
& obsolete information
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Review process

ALL experiments have adopted a similar sequence of project review designed to minimise
risks in performance. cost and schedule:
for CMS:
preliminary design review or workshop
Intermediate design review or workshop
engineering or final design review (s)—> authorisation to procure or manufacture
(committee include reps of all interfacing systems + external experts)
manufacturing progress review (including cost-to-complete)

for pragmatism, items which largely factorise from the system design, can be authorised
by smaller scale procurement readiness reviews

CMSreviews 2001
-note concentration in mid-
& end-year!

T T
o [ N w B &) o

@ EDR
B ESR

T T T T T T T T T T T
Jan Feb Mar Apr M ay Jun Jul Aug Sept Oct Nov Dec
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Sophisticated test-rigs

CMS crystal measuring “ACCOS’ ATLASMDT tomograph

: P W
CERN Labo 27 EP-CMA | . — . L

Sophisticated QC devices needed to make repeatabl e precise tests on large numbers of items.
Development/adaption takes time. Can become single-point failures.
Some measurements contribute to first pass calibration of detector. -link to database
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Construction database & process contr ol

Detector Construction M anagement
& Quality Control Tool

Design DB Analysis DB

— = - -

Meta-Maodel

Controls DB

o o o o

| — dnd
The Enterprise Model

The C.R.I.S.T.A.L. project

Cooperative Repositories & Information
System for Tracking Assembly Lifecycle)
CERN, INEN, KFKI, LAPP, UWE

vital for CMS ECAL
application elsewhere proved elusive

CRISTAL Viewpoints

sconsiderable resources are spent on developing tools
which manage the construction process, maintain

construction databases and facilitate data carry-over
Into operations.

ea customized central data-base system is needed
and works well for individual complex detectors esp
where detailed construction data carry forward into
calibration.

but
odifferences in requirements usually too extreme
for a generic system to work experiment-wide.
(exc apparently worked for ALICE)

scentral process control can contradict the distributed
Initiative needed to maintain uniform standards.
except if central resources are overwhelming.

(IKEA kit model!)
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Processflow & QC: eg CMS Tracker modules
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Boded module test
Hybrids: tested ~10 times for ~80h, warm & cold

Modules: tested ~7 times for ~80h, warm & cold
standard procedures, dedicated database, cross checks
between centres.

...watch for choke points & sinale-point failures!
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Survey

Advanced techniques like photogrammetry needed
as part of acceptance QC checks at manufacturer CMS endtap disk: CERN

aswell as after final assembly. >
Data carry through into start-up calibration

Y
1t
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Project planning and monitoring

E
o

_.-"-#"FF.’J’

soverall timeframes set by
accelerator start-up date
critical sequences
resource loading

sefficient progression towards
completion requires a plan
and
with increasing tendency to
P+M accounting in sub-projects

Idle time becomes very costly

= (standing/marching army)

*Einstein discovers that time is actually money™ - Gary Larson
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Summary schedules

approx the same process for ATLAS/CMS

ID_|Name | stat | Finish [~ 2003 2004 | 2005 [ 2006 | 2007 2008

1 |PHASE 1: Infrastructure 4 Apr'03 24 Sep 'Odys = 2 E’HASE 1 InTrastructure

2 Experiment Surface building SX1 15 Apr '03 16 Feb '0<aysil B Experiment Surface building SX1

22 Pit PX14 30Jun’03 24 Nov 06 daysii it PX14

28 UX 15 Hand-over 12 May '0: 12 May 'O May| U)€ 15 Hand -over

29 Experimental Cavern UX15 4 Apr'03 24 Sep '0¢ Experlmental‘Cavern UX15

135 |PHASE 2: Barrel Toroid & Barrel Caloi 18 Sep '03 9 Mar '06 26 days. ; . PHASE 2: Barrel Toroid & Bar
136 Phase 2a: ATLAS Bedplates and Fe 18 Sep '03 6 Jan 04/ 69 daysi Phase 2a ATLAS Bedplates and Feet

144 Phase 2b: Barrel Toroid 7Jan'04 17 May 'O Phase 2b: Barrel T0r0|d

422 Phase 2c: Barrel Calorimeter 20 Feb '04 9 Mar '06 Phase 2c Barrel Canrlmeter i
640 Phase 2d: Racks, Pipes & Cables 13 May '0¢ 22 Apr ‘0 @ Phase 2d: Racks, Plpes & Cables
704 |PHASE 3: End-cap Calorimeters & Mu 6 Dec '04 12 Apr '0§ PHASE 3: End- Cap Calorimet
705| Phase 3a: Pipes & Cables 6Dec '04 27 Oct "0 W Phase 3a: Plpes & Cables
803 Phase 3b: Endcap Calorimeter C 13 Dec '04 2 Nov '05) 223 days_ Phase 3b: Endcap Canrlmeter C i
923 Phase 3c: Muon Barrel 21 Feb '05 28 Sep '0¢ 158 days_ Phase 3c: Muon Barrel ‘ i
984 Phase 3d: Endcap Calorimeter A 23 May '0t 12 Apr '0€ 233 days— Phase 3d Endcap Calorimetel
1118 PHASE 4: Big Wheels & Inner Detecto. 2 Aug '05 31 Aug "0 28? days PHASE 4 Blg Wheels &
1119 Phase 4a: Big Wheels 2 Aug '05 31 Aug '0f 283 days Phase 4a: Big, Wheels ™™
1337| Phase 4b: Inner Detector 28 Sep '05 8 Jun '06, 182 days| Phase 4b: Inner Detector
1379|PHASE 5: End-Cap Toroid & Small Wk 28 Nov '0f 17 Jul 06 166 daysH PHASE 5: End Cap T0r0|d
138C| Phase 5a: Endcap Toroid 28 Nov '0t 17 Jul '0§ 166 days_ Phase 5a: Endcap T0r0|d
1464 Phase 5b: Small Wheels 18 Apr'06 2 Jun '06 34 days| Phase 5b: Small Wheels
148S|PHASE 6: Beam Vacuum, End wall Ch.  1Jun'06 14 Aug 'Ot 53 days- PHASE 6: Beam Vacuum
149C Phase 6a: Completion of the Beam 1Jun'06 5Jul'06 25 days| Phase 6a: Completlon of th
1532 Phase 6b: End wall Chambers (EO) 23 Jun ‘06 24 Jul ‘06 22 days| Phase 6b: End WaII Chamb|
1557| Phase 6c¢: Shielding & full Magnett 20 Jun ‘06 14 Aug 'Ot 40 daysl Phase 6C: Shleldlng & full
158C|{Global Commissioning 15 Aug '0€ 23 Oct '0€ 50 daysjiGIobaI Commlssmmng
1581{Cosmic tests 24 Oct '06 18 Dec '0¢ 40 daysg Cosmic tests
1582|ATLAS Ready For Beam 18 Dec '06 18 Dec '0¢ 18 Decfp ATLAS Ready For Beg

ATLAS Ingtallationv 6.12

top down structure

“ready-for installation”
milestones link sub-detector
schedules to the master plan

stask-bars linked to
expanded schedules and
work-packages

project milestones linked to
task completion

sresource loading (at least
as areality check)

only significant differencein schedule definition and monitoring of different experiments

Isthe extent to which “work-package

formalism isapplied
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| nstallation Manpower in UX15 (excl contractors)

Total Manpower - All phases

Total Manpower — All Phases
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M Institute specialists real |ty ChGCk'
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Number of Boards

Number of Boards
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Cumulative production charts

CMS CSC electronics

2500
so00 | ATLAS MDT work-packages

2
3
8 1500
k]

‘_ W24 MM-W246 - Assembly of 72 BOS and 16 BOF chambers at MPI MMHN242 - Assembly & testing of 72 BMS and 12 BMF chambers MMW250 - Chamber assembly and test (EES, EIS EIL,EMS,EML) Boston IMMHY24 - Assembly & testing of 104 EMS EMLEEL chambers
5]
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Project progress & cost monitoring

ALL OF OUR DATA

IS GROSSLY INACCU-
RATE.. . BUT I NEED
DATA IN ORDER TO
MANAGE .

www.dilbert.com scottadams@aol.com

IF T CONCENTRATE
HARD ENOUGH I

CAN FORGET THAT THE
DATA IS BAD, THEN

I CAN USE IT.

ed Featura Syndicate

ii‘lfmlf-_-( |© 2001 Uniy

£] I HAVE TO GIVE HIM

CREDIT; MANAGING

15 HARDER THAN
IT LOOKS.

23

20

15
2 Cozt
= Wariance Schedule
=] Wariance

Scheduled
Completion
DCiate

EAC

1 2 3 4 5 & ¥ & 9 10 11 12 13 14 15 16 A7 15 19 20 21 22 23 24 25

Time

*Money is getting tighter

and more project based.
*There is pressure to monitor
progress using techniques like:
“ Earned Value Management”
familiar to our U.S. colleagues

strack: work completed
time taken
costs incurred
regularly against a baseline planning
Effective for comprehensive P+M funding
provided the input data correspond to reality

but

needs alarge admin staff (~1/30 ratio?)

tends to stifle commitment to deliver

In fact the ssmple estimated cost-to-complete, compared with available budget seems
most adaptable and applicable to the mixed accounting systems of LHC—type collaborations
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Commissioning

Basic steps
Synchronisation
Cosmics

Halo and beam-gas
First beam
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Commissioning: in parallel with assembly

must be adapted to the possibilities allowed by
the detector configuration

e

T I
7
I I

[
N

| I
T
| 1]

B

UXCSS5 PHZS V33-b

. LUClen.velLLeL@CePn.Ch
Phase “5:From 2/701706 to 1002706 GHTE DicteP
[EILLET L. OL-09-2002 Coo:
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Control system

DCS Devices (HY, LYV, GAS, Temperatures, etc.) |

vrvvvvvvevvvyvyyy  JIIIIITTT

Detector Channels ‘

E'i’fi |
YYVYVEYY
—»| Trigger &

Run Controls:
Configure and operate all local/global data taking sessions
Monitor and protect the measurements and the data flow

Run Control and

Session |

Services

" Monitor Systemn (RCMS) | Manager ||| |
Operator _L _Tlnlm_g_ i Front End Electronics | ( Services Connection =
 EEREEERRRR RN’ ¢| CMS 2] [Z] [¥] [ &
LHCb ————————— Readout_Network — - e — ” - . "‘,“’
4 e<] [Feo | [Ge] (o] c]
—————————— p‘ ProcessingfFiltering | T i —msa
---------- —— N
T |mtrastoucture] [Piel | fhacked [ecas |[rca Jfesc [ oor [ mec ,:
A %% [ pesinss subsystems A

- - PI External Systems (LHC, Technical Services, Safety, etc.) ‘

Detector Controls:
Setup and monitor the detectors and the environment

LHCb's Experiment Control Systemisin charge of the configuration, Monitor and protect the apparatus equipment

control and monitoring of all the components of the online system.
Thisincludes all devicesin the areas of: data acquisition, detector control
(ex slow controls), trigger, timing and the interaction with the outside world

architectural differences between experiments (slow control & run control) easily obscure that:
- aworking, robust ow control system isa pre-requisite for commissioning
- what really helpsisto have infrastructure services, experiment and accelerator
all using the same slow control SCADA.
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Pre-commissioning: CM S (on surface)
ATLAS pre-commissioning similar

Basic sub-detector commissioning: (2003-2005)

0) Basic functionality test of individual detector elements after installation
1)Connection to “on-yoke” service lines :water, gas, power etc and readout.
2)Connection “dice-by-dice” to SX5 services and control room.

3)Detector safety system activated & security checked by GLIMOS and/or TIS
4)Gas/cooling/LV power/HV power channel-by-channel checks.

5)Checks with Local + Test beam DAQ: channel by channel diagnostics
6)Calibration & system fault-finding (noise etc). Test beam DAQ

Advanced commissioning: (2004-2005)

7)Test FED’sas adata-source (1'st stage of CMS DAQ)
8)Test generation of trigger primitives.
9) More advanced tests with elements of final DAQ chain.

but with priority to:
CM S construction. magnet test and basic sub-detector commissioning
Triger/DAQ system preparation for installation in SCX
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Commissioning:ATLAS phases
CMS underground commissioning similar

Phase A

System commissioning to ROD level.
System commissioning for LVL1 and DAQ
Check cable connections.

Infrastructure commissioning

(refrigerators, water cooling, etc.) CommiSSioning WiTh

“physics data"
Phase B starts here

ROD — Local DAQ connections established.
Calibration runs on local systems.
Skeleton TTC system needs to be available.

Phase C
System/Trigger/DAQ combined
commissioning

Phase D

Global commissioning
cosmic ray runs, planning for
initial physics runs; initial

A T T off-line analysis software

available, first collisions.

1/03 03/04 08/06 11/06
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Commissioning : Synchronisation (CMS)

the trickiest part of trigger/DAQ system integration

DATA READOUT TRIGGER
Sampling -
' Synchronization
- Serlal Link
Glock SY"Chl(Ji:'rl'Il:iIOn_ [_ | Lr -
- 9 Y : ¥ Bunch Crossing w—
— e, ﬁ Identification
BCO ;
@ - T K Trigger Data «—
s [ ] Alignment
=3
S INgEE
Calo J Muons Sub-triggers
— ; Synchronization
T
; |
I T
L1 Accept Clobal Trigger R
Synchronization Trigger Control ]
(/'\'-n 3 L1A :
o Event Counter Fast Monitoring
Synchronization Network
L1A - —  Busy
" ECR Error
B0 |- BCR Bunch Counter Qut of Sync —
Synchronization Overflow
’ l ] L1A e .
gonoe o S o Fast Control Network
P y— ]E" BCR _gventip L1A, BCO, Fast Resel, Test/ Calibration s
Checking

* Data Link

Synchronization of the detector
signals with the clock phase

RQCOVBI}' of parallal data words
from the serial bit stream

Assignment of bunch crossing
to detector pulses

Alignment of trigger data
at the input of pipeline processors

Alignment of trigger data from
different sub-systems

Synchronization of L1 Accept
with data at pipeline output

Synchronization of Event Number
data tagging

Synchronization of Bunch Number
data tagging

Matching of event identifiers
during avent building
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Test beams, combined tests

' <Beam Tes, including with final bunch structure

«checks systems and their physics response,

separately and in combination.

schecks synchronization and establishes
first pass phase offsets.
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Commissioning: Timing M odel

First estimation of timing parameters
Help to diagnose synchronization problems

Timing Diagram (example): Thousands of timing parameters
1=0 (collision) TIME
T Readout :
' ADe \ Asgn ADC PIPELINE H DR Timi ng Parameters:

5 channels strip i

i@ ADC PIPELINE H DR | Clock Deskew ng
Lasor AT ¥ Bunch Crossing Assignment
| Local Alignment i ‘M“’Gf’ﬁ %:SEZL M BCO adjustment
‘ 3 P m/ L 1A timing adjustment

| AT i
Global Alignment ETTC e il TTCrx parameters

Trigger

: Test : —3 TRIGGER PRIMITIVES PIPELINE i—-{ DR ‘ .
T L ; TTCci parameters

BCR|
Cable lengths
b e —T;,—@ ?ecsg Pattern Li t::: lrreacr:i:gi:ter qc

' LUT Look up Table
‘ CLK  Clock
SYNC Synchronization circuit
TTC Timing and Trigger Control
DR De randomizer
: TPG Trigger Primitive Generator
. Bunch Counter Reset
| LHC Orbit BCO  Bunch Crossing 0
|
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Cosmic event In ATLAS

Onetrack
reconstructed in
Muon chambers

Two tracks
reconstructed in
|nner Detector

Will happen
every

~10s




Erice Eloisatron Workshop, 29 September 2003, Austin Ball

Commissioning: first beam
could be quite dirty!!
Dose per unsynchronized LHC beam abort (Gy)

lotal dose per aceident | duration: 260ns | M. Ha

Lo F

SO0 F

5IH) P

-lo00 F

=N =1 50M) = M) =51(M) {) SO [ OMH) | 5000 M)
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Commissioning: beam monitor

an absolute pre-requisite for experiment protection & study of beam backgrounds
must have confidence of experiment(s) and machine and beready for first beam
tests of various sensors planned, but appears in no budget line of LHC expts

Beam Conditions

Monitor e

Protection against fast ~4.3 0m 1‘{_;‘ ''''''' B it .__’_

beam losses o @

Independent action from I.P.5

the DSS eg CMS-EST joint project

2 “collars™ of sensors o A TR
around the beam pipe near

P

sensors located near the —
TAS

BCM geometry must allow i DSS abort
for the detection of “gnd
showgrs within the BCM Z | pss
experiment that result from Sensors = backend
beam deterioration

abort beam!

Digital signal to
mterlock

the pixel region and more -}D

Digital signal to DSS

k4

tests of varkeussensors planned

SENE0Or rea
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Commissioning: first beam

Single beam : beam-gas events ATLAS estimates

muons with E> 100GeV: 1 kHz
E>1Tev 10Hz
could give >10° useful tracks

In every subdetector in a 2-month
period of single beam tuning.

Scoring plane

First collisions: very low lumi (but rising to high current per bunch)
synchronisation, check DAQ/filter/offline chain at full rate
calibrations using min. bias distributions and leptons from W,Z decay
first physics distributions (missing Et..etc)
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Commissioning: CM S DAQ system scaling

Data to surface:

Average event size 1 Mbyte
0. FED S-link64 ports 700
DAQ links (2.5 Gb/s) 512+512
Event fragment size 2 kB
FED builders (8x8 dual) 64
Technology(2004) Myrinet

Readout Builders (x8):
Lv-1 max. trigger rate  12.5 kHz

RU Builder (64x64) 125 Thit/s
Event fragment size 16 kB
RU/BU systems 64

Event filter power 10° SI195

EVB technology (2006) Open

mimimum for start-up due to budget restrictions: progressively commission slices
to match expected L1 rate in first physics runs
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Remote Participation

tests are going on to evaluate the best way to use “virtual control rooms’
around theworld to assist in the commissioning

CMS test beams 2003

Bried repart from SPS schechsl mg mesnng he ld Tharsday 2003 05 21 @ 1 1k

F& ame SF5 Relanive by swooth start up. Proflems with both harchecare and sofbeare s mot more than weoth any ofher mashine that ded mort weark for
s ..

ot
T esterday evening firar raals for stecmred beam ingection and acc el erapion
were perfommed. Mo apecial probilesas emcoutersd

Swvitch ovenr o stuctured beasn bo stat on Froday at 13 00, MMinsmsal needed tionse

is 2dh o the firs smscmred bessn may be seen on Samrday late afiermoon or eveming To exgpeect throwgh e weekend. beam imstsbilines, losses asf
bead qualiny s @emersl

Maes;

ah Cnse 1o increased secarity o the ares, avrval of exgeerts o CERM in case of problems mayowill be showed down The tome mee cdhed 1o recover ol
sy b ches are faslime wll therefme be ol lomges e ol

bi CERNM 15 closed om Thawrsday 2083 05,19 { Ascension |

We have new tools for tb2003. There are 2
webcams and a good Polycom system. There is
an e-log which allow remote parties to follow
the progress. The daily meeting is very useful
to increase HCAL participation.
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Conclusion

Super collider experiments are becoming increasingly challenging to build
due to performance parameters, timescale, sociology, external rules and regulations

LHC experiment construction experience showsthat it can be done
. tools/expertise exist in the detector-building community
:industry is capable of fulfilling many requirements

|ntegration will remain a thankless but vital task

M any useful management and QA techniquesare applied already at LHC and elsewhere
-:formalism has increased
-add new procedures only if clearly beneficial
- beware divergence between reality and state model

Commissioning: LHC experiment planswill betested in the coming 3-4 years
- under development now...
- exploit pre-commissioning tests, test-beams, cosmic ray data, beam-gas data
to prepare the experiments for the first colliding beamsat LHC



