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Enabling Grids for E-sciencE

SA1 - Core Infrastructure Centers
— Definition
— Qperational tool
Cic Operations
— Cic-on-duty
= Definition
= Procedure
= Operations

— Monitoring tools

Scenarios of escalation
— Severity
— Deadline Expiration

Next steps



[This map. has been provided by ‘Ma.tt Thbrpe]
Objectives

Transparency

Information sharing - 24x7
Troubleshooting in conjonction with ROCs

Current state of operations
Procedures defined and used
Monitoring tools and in-depth testing
Communication tool
Problem Tracking Tool

[This sketch has been provided by Pierre Girard]
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CIC Web Portal

http://cic.in2p3.fr/
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Objectives of CIC portal

Centralized tool for Egee
actors to use

Functional needs

Communication tool for
inter-operability

Needs and feedback

CICs pro-active resolutions

Provide a repository

Knowledge: configurations,
published sites data, Fags

Procedures and processes
Existing tools

LCG-EGEE Operations 4



Cic-on-duty

Enabling Grids for E-sciencE

TO0 G Y o bomels Dk i teb
BN tute T pses| -
7 v | dbtocimats rosteor st bk

n

: Cic—on-duty agenda
(-',:? Core Infrastructure Center (CIC) Portal - W e ekly ShlftS _ 8 /5

clc)
E

- I VIEWS - I oy Duaty = Tovods fou Gkl mancvpenmverst ansd ivlbc e s

GGUS, ROC User-support, mail
| = . e — Monitor, diagnose troubles

O Dty Dishbasad

(aOsy Escedmne Follow up - Hand-over to the next CIC on duty

| R Contact site administrators, ROC

Ressurces infos

Vi RO e & GOUS Bekit called “hand-Svir BCkeT, S0aned By o
3 . tontaining

» Opsen tha wvising log e che_omuy_bog

o R —— Problem Tracking Tool

& SutcHil peactins ] "

e e Do [FROE0-18 y A
. 3 5o of 8 user

T parksnalingut o6 procedunes of St b6 BAtUp

il fugprisens - Bothmarbs ook Widew ek
isa .2 .3 8 : T ———" 7] psewn| F -
e a3 v 000 o i rores i |8 "D = | =
 roms | \bcoimats Lty Liminss |
P loaded o Wed, 19 Jar 2005 1309356 +0100 =

Logs for CIC on duty - 01/2005

Availabe logs

1002008 bared | et
112004 bl | e
A272004 - b | et
OLI00% - b | et
IRC Communication chanmel

005 0003 125] - Mdessandr Cavvalli

Last 2 waeks have been hard to manage, due b the pain in making the Tests work, in addtien 1o
and repart the eeal grid proslems.

| Since the Vienckl” wask we collaborated wih Fradaric 10 resubme extasts is order 1o v some

kst usable ks 10 work on
Than w hud RRAL problecss spcting GO and LCG-Follout 105,
Adar this expenence, we want b undedine gan Thi need bo avoud sngle ponts of fadure, bath
m’ﬁ?]n(u Win GO and in stuff bke single resources used in tests (308 0Ur previcss Commaents on
1w
| u raed 10 3pet rul ity Sduens Som sanics Rk
And abho give 10 Singhe Seatures teate (lke ROMA) some indepandince, 1o vosd & problem kke this
ek RGMA et was sbeck aimost sverywhess and blocked the Fephcabasager tests which aee next in
the scnpt
Many ara the difaract kind of grid prablaess, snd cAen nna fred the meed 10 161 3 longer deadina
1ha th Suggestied 1-3 days). Tha poil {71} eyt B €pu surmbie. ROTS thesld of comris hi
ight 16 chasge prisrty and deadies of theie . 1 they wani (5 theetVs  local
production of data challenga.. |
ROCS have to constantly work on ther assgoed tasks, tal
fradack beth m fzlowup madeng hat 3ns in Savasnsh

care of sites reactions and provide

Log fil GDA meetings
J T e e COD meetings

e . R . 8
e S Z | Fel=a .




CIC Operations

https://cic.in2p3.frlindex.php?id=cic&subid=cic_dash2
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ecee

Enabling Grids for
E-science in Europe

Ops Procedure

CIC Home | EGEE Home | EGEE Intranet | Glossary

Core Infrastructure Center (CIC) Portal

Communication portal between Central Operations to Users, VOs and Sites

[This procedure is provided by OMC]

ROC VIEWS ccviews [

HOME VO MB VIEWS VO VIEWS RC VIEWS

- CIC VIEWS -

High level abstraction ow
of core tools results | o

| Procedures
Operation Metrics
Resources infos

Services infos

Link all existing tools
monitoring
diagnosis
communication

mail

VO infos
Problem Tracking

Publish info

CIC on Duty : procedures to follow
(Operational Procedures

» View Current Operational Procedures Draft fwritten by Markus Schuliz and Piotr Myczyk)

'Daily Tasks

This section is an extract of the above document (Appendix A). it describes the reguiar task an operator has to carry out ard lrow
the operation team should prepare for the task.

ies

The operations team is expected to watch a few things continuously. Here are the mostimporant ones:

» Watch the LCG-ROLLOUT mailing list and reactto operational problems mentioned there. The list can have a high trac and not
every thread is related to operation. However, the operations team is expected to skim through the messages on the list. Check the list
every hour.

» Keep a browser open with the G115 Monitor and look for sites that are dropping out of the information system. If a site is spotied a
look atthe history of published values will give an indication wether the services are down, or have just same transitional problem.
Contactthe site if needed. You should have a look atthis page at least every 2 hours. Don'tforget to have & look at the service page.

»  Once aday go through the GIIS Monitar reports and look for inconsistencies or missing services.

b Keep a browser open with the \Live Job Monitor and [ook for suspicious behavior. This can be sets of Jobs failing, large number
of jobs gueued on one site ete.. Try to understand the situation. Take a short glance at this display every 30 minutes.

»  Ataround 10:30 go through the list of the \Bite Tests Reports” and compare what you see there with the tasks in the Savannah
tracking system. Do the followup as described in the escalation procedures. Fyou receive some feedbackyou should re-run the tests
for the specific sites.

» Inthe morning you should have a look at the WCertificate Lifetime” monitor and trigger an alarm ifyou spot sites with host
ceificates valid for less than a week.

follow up log

% I 2 @ @ |

E
[ Fe-[=a
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Cic-on-duty Dashboard

https://cic.in2p3.fr/pages/cic/framedashboard.html
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| Scheduled downtimes in GOCDB

—

(3

S

Testzone Report Results
e

rom GOC database)

/7
/

ya

start date

end date

description ’
y 4

I
I site
|

RWTH-LCG2

2004-10-14 13:45:00

2005-01-21 23:59:00

preparation fgphardware and LCG
software ? ade

CMNAF-LCG2

2005-01-03 00:00:00

2005-01-31 00:00:00

[ 4
Gris wp-04-07-02-a. cr.cnafinin.it
dowslime for migration to SL. It
rf been removed from local BOIl

SHEFFIELD-LCG2

2005-01-10 12:00:00

2005-02-10 12.00.9

A new {much larger) clusteris
being delivered today and will be
setup over the next month.

l Critical tests failed Job submission failed Job list match failed

[ALBERTALCG2
CARLETONU-LCG2
[CAVENDISHLCG2
CGG-LCG2

CY01-LCG2
GL2006-MILANO
HPTCLCG2

IFCA-LCG2
INFH-CATANIA

, 4 Scheduled downtime for general INFN-CNAF
WEIZMANN-LCG2 2005-01-17 02:00:00 | 2005-01-2G/A8:00:00 | upgrades: Operating System INFN_PADOVA
I , (SL-3.0.3) and LCG-2.3 i
I C66.LCG2 2005-01-17 1400:00 || 20050120 14:00:00 | Upgrade 1o LCG-2_3_0 LivHEP-LCG2
PES O hutdown f | nas
I HPTC-LCG2 20050118 00:00:00  #005-01-19 00:00:00 = ueues shuldown for [NGsiEeDs
y maintenance
: NGS-MAN
| IFCA-LCG2 2005-01-18 00:004h || 2005-01-22 00:00:00 ’J‘:éz’tg‘e'wmk SEEDECEE NGS-OXFORD
I 7 PNPI
N i . 9. . Down for site-wide upgrades,
I scotgrid-gla 2005-01-1§09:00:00 || 2005-02-10 08:00:00 || R IS SRR Prague LCG2
PreGRO1-Uol
' , Air Manlina Failurs - nnerhadulad - e —
Cta given site #6r a given problem A [Site Functional Tests reports
/ -
/ -~ \
- * ra_sf Teport

down
unstable

- Select sub-problem -—

|info notpublished o

<

BEIJING-LCG2
BGO1-IPP
BHAM-LCG2
BITLab-LCG
BNL-LCGZ
BUDAPEST
CARLETONU-LCG2
+| CAVENDISH-LCG2

/

o _ -~

r__r:_________..

|
: All-in-one dashboard i

INFSO-RI-508833

-
%stﬂ sites is extracted from the GOC database
Ianage templates...

2005-01-19
o Tests at 09.04.29 ( 91 sites tested)
o Tests at 06.06.03 ( 35 sites tested)
2005-01-18
o Tests at 17.54.55 ( 8 sites tested)
o Tests at 16.29.32 ( 6 sites tested)
< Tests at 10.35.20 ( 7 sites tested)
< Tests at 09.36.09 ( 103 sites tested)
2005-01-17
@ Tests at 16.08.44 ( 6 sites tested)
@ Tests at 12.36.53 ( 7 sites tested)
< Tests at 11.29.30 ( 12 sites tested)
< Tests at 06.05.40 ( &7 sites tested)
2005-01-16
o Tests at 06.05.46 ( 89 sites tested)
2005-01-15
o Tests at 06.05.40 ( 89 sites tested)
2005-01-14
o Tests at 06.05.38 ( 89 sites tested)
2005-01-13
< Tests at 06.05.32 ( 88 sites tested)
2005-01-12

*

-

*

*

*

-
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Selection of Monitoring tools
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Scenarios of escalation

Enabling Grids for E-sciencE

LCG2 sites - Tasks: Modify an Item [LCG Savan

File Edit Wiew Go Bookmarks Tools Help

@ - E:; - @ @ @ |‘? https://savannah.cern.chftask/?func=detailitem&item_id=1518 I'EIM © co “Q- | bt
J || LCG2 sites - Tasks: Modify an Ite... l_D_ clc | im_ :I
LCG Savannah _ 4
- . LCG2 sites - Tasks: Modify an ltem
- —
File :mfﬁ;ﬁmm Public Areas Main | Homepage | Support | Bugs | Tasks
G- : Eﬂnnkrr:avk This Page >> Submita Task | Browse Open Tasks | Browse My Tasks | Digest Tasks | Search a Task | Statistics J
gou ¢
M | |
# Clean Relbad
| it amar Administration Main | Support | Bugs | Tasks
] = ]
|
i in | Project/Group Bl vou are both techiician and manager for this tracker. |
Search I
= ]| \task #1518 overview: GIIS seems to be down

_ BE
» Regiter New Poject
» Full List

2o i Submitted by: Judit Novak <jnovaks Submit Changes and Browse Items |

| LCG Savannah Help 1| Submitted on: 2005-Jan-04 15:08 Submit Changes and Retumn to this Item |

e e v

— - = i Should Start On: 17 ~||January  ~||2005 Should be Finished on: 20 -||January  ~| 2005

> Uss' Does (FAQ) ~ | Category: CYO01-LCG2 | Priority: * [3-Ltow =]

xfonmactie lterm Group: Information System =l Status: [Nome =]

: E || Assigned to: [rocsoutheast =] FPercent Complete: [100%« =]

Sl | Action taken: Mail to site admin =l Open/Closed: * FCioseq =]
Person contacted: ing@ucy.ac.cy, grid-support@egee-see.org ]E
Response: problem was fixed
Summary: * IS is down

Original Submission:

task #1518 details:

- Follow-up Comments

- Attached Files

- Mail Notification Carbon-Copy List
- Dependencies

-

- Beassinn this item __
Done | savannah.cern.ch (& |cP

Done | savannah.cem.ch ElGD
e o —— —— T

[0\

SP




Scenarios of escalation : 2/2

Enabling Grids for E-sciencE

R ot SO QU PRV PO Y P R ottt S e P JRGSSE) | P s p e

Mozilla Firefox

File Edit Wew Go Bookmarks Tools Help @

<JZ| - ED» - @ I:I @ !L| https:ﬁcic.1'rL2p3.fr,."lnc]udefphpfpﬂvate,IEErbd_maJ]_m_site.||"i'| @ Go |[CL

Cel From: |ICIE on Duty (Plotr Nyczyk) <piotr.nyczyk @cern.ch= u

1 To: Idlegeeadmin@cgg.cum (Site contact)
UH Ign'd.sup port@cc.in2p3.fr (ROC helpdesk for France)
I Ce: Ipruject—egee—s al-followup@cern.ch (other contacts. Use conumas for separation)
cH Subject: Ita;k # - Sites Functional Tests at CGG-LCG2 Please add the task number after ''task #'' 1
| Body: [Dear Site Admistrators,
Sof
I According to Sites Functional Tests page
e (http://lcg-testzone-reports.web.cern.ch/lcg-testzone-reports/cgi-bin/lastreport .cgi
5o clicking on the first "FAILED" entrv) ,
Job submission failed -
So This 1s SECOND email sent to you about this problem. The last one was sent three
] days ago and we did not get any answer yet.
Gel .
S_ Could you have a look at it please 7 ACtlon T
C_ Thank you taken
The EGEE CIC on Duty team
<] 7 [{*]
Send
| cic.in2p3.fr Elep ||
TSavannah.cerm.ch (3 60 SR}
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Latos! news
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Next steps

Unification of information coming

¥ afln lh e nol available an menday, 20050117 as ol

o800 UTC

from various test tools

Maindenance ke nebwork connection FZK -
Karsruhe

Problems with ssh

GOC Ul

! Pertarmance prablems with ik acoess
LC Gind D ur
LOG2.2.0 User Intertace avallable on CER

Overkoad o GridKa

# | select more news from center

Get informinson nbout the fallowing Grid Col

arvursd the workd:

* | Select a center

Move to GGUS

http.//www.ggus.org
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ém:;NL totalCPU | GFAL infosys | Test Job Submission | Icg-cr | lcg-cp 'ESBIED"UpﬂalE
(= CERN SHEFFIELD ce A =0 GlisQuery
(] Canada ~01 freeCPU
farm012 AILED 1 runjob
* Austria CAM -1 sanity
B czech Republic serv03 | 18 CPU — — — — . % secvai:]'q%
seUse
OX-PHYSICS t2ce0l D 3 serv
: {1 totalcPu
W Siovakia UCL-HEP pc3l FAILED nfa 3 version
] China 1 waitJob
S E LANCS|  lunegw| 22 CPU LISTMATCHFAILED o B
France E A
21 Germany RAL| lcgce02|928 CPU LISTMATCHFAILED =0 JestJob Submission
Qe = 7 0 Bmke[rlnl:)
5 1y RHUL ce1| 146 CPU LISTMATCHFAILED Do
LP ce0l1| 4CPU A D O CSHtest
] Russia 1) R-GMA Test
(3 South-East PRAGUE-CESNET |  skurut17 | 56 CPU oK =-01 Replica Management
1 South-West {1 edg-rm tests
& B poriugal QMUL cel | 576 CPU OK OK nja nja =1 Icg-utils tests
= L_'P [ 3rd party lcg-rep
Spain BHAM epcf36 | 18 CPU OK OK AILED | FA 71 GFAL infosys
CIEMAT - e
BUDAPEST|  grid109| 95 CPU oK oK ok | ok T Te® ard party)
EDINBURGH glenlivet| 1CPU OK OK OK OK : g leg-cr
E lcg-del
“{1 lcg-rep to CERN
GLASGOW celgla| 3CPU OK OK OK OK | () Software Version
IC gw39| 60 CPU OK OK 0K OK {3 WorkerNode name
Eusc lISAS-Bratislava ce| 4CPU OK OK OK OK
KRAKOW|  zeuso2 | 16 CPU oK oK oK | ok
(3 other LivHEP-LCG2| hepgrid2 [ 113 CPU oK oK oK | ok
bfa — oK OK OK OK
MANHEP |
I s bseNAOANT 0 CDIl (al’d (al’d N N 7
< = \ ]
es panel: [Hide] View:‘  Table ¢ Summary ¢ History f'Map| Tests panel: [Hide]

[This display based on RGMA is provided by the russian federation]
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