
 Jens Rehn December 2004 Service Challenge 2004

Service Challenge Workshop
Karlsruhe 2004

Experiences with
Grid based data movement
using the CMS data export

tool PhEDEx

Tim Barrass – University of Bristol
Jens Rehn – CERN
Lassi A. Tuura – Northeastern University



 Jens Rehn December 2004 Service Challenge 2004

Outline

CMS computing model

data organisation

data flow from Cern to T1 centers

PhEDEx – a tool for mass data movement

Data flow from Cern to GridKa

import / export strategies

some plots and numbers
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The CMS computing model
types of data

RAW data

0.6 +/- 0.3 MB per event (low lumi phase)

1.5 +/- 0.5 MB per event (high lumi phase)

RAW Prime data

lossless compressed RAW data

later maybe lossy compression

Reconstructed data (= DST)

FEVT (full events) consist of RAW Prime + DST

shipped to T1 centers
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The CMS computing model
streams of data

preliminary
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PhEDEx -
challenges and features (1)

100k files with 5 replicas each per month

Reliable transfers

transfer states: system writes current state to disk

checking file-size and cksums

multi-hop transfers with fall back routes

Fulfill transfer needs

offering push, pull and stream models

data subscriptions; independent from file origin

web interface for transfer requests & subscriptions
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PhEDEx -
challenges and features (2)

Buffer space management

cleaner: removes files from disk

stage pool management (not yet impl.)

Monitoring

status web page

interface to MonaLisa monitoring

Protocol matching

support multiple backends: g-u-c, srmcp, dccp, lcg-rep

automatic protocol matching (not yet impl.)
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Data movement
GridKa import

Current import strategy

based on globus-url-copy to local disk

dccp to dCache interfaced MSS

Future import strategy

using srmcp only for data replication

still via local disk-buffer ?
● transfer tools unreliable (1-5%) => lots of delete operations
● would stress dCache and tapes ?
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Data movement
GridKa import

dCache (CMS)

tape library disk buffer
~ 45 TB shared
with backups

~ 1 TB ?

Site X
Export Bufferlocal disk buffer

~ 11.2 TB shared with official
CMS business (production,etc.) !!

SRMcp

current solution

long term solution

GlobusUrlCopy

SRMcp

dccp

Cleaner
removes files, when at final dest.
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Data movement
GridKa export

Export from MSS via dCache

manages its buffer space automatically

no explicit cleaning of stage pool necessary

intelligent prestaging with auto balanced replicas

dCache interfaced with SRM

Export from buffer disk

only for intermediate transfers (FZK not final dest.)

files will get deleted when at final destination
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Data movement
GridKa export

dCache

disk buffer
~ 1 TB

tape library
~ 45 TB shared
with backups

staging

T1

T2

T3

SRMcp

local disk buffer

~ 11.2 TB shared with official
CMS business (production,etc.) !! G-U-C

SRMcp

long term storage

intermediate storage
?

Cleaner
removes files, when at final dest.
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Data movement via SRM
why using SRM ?

Negotiates transfer protocol (e.g. gridftp)

Checks available space for file

Assures correct file transfer (check sums)

but failed transfers produce exit code 0 also here ?!

PhEDEx does filesize and cksum checks on its own

Initiates file staging (e.g. on dCache)



 Jens Rehn December 2004 Service Challenge 2004

PhEDEx - drop-box
data injection & export

DropXML
Update

INBOX
smry file

WORK
OUTBOX

fix xml

create 
local PFN

File
Checker

check existence

provide file size

DropTMDB
Publisher

TMDB

publish to
TMDB

Export
agent

generate TURL
[srm,gsiftp]://

mark
available

File
Router

allocation
agent

Cern

allocate
files to
destination

site specific
URL script

assign files
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PhEDEx - drop-box
data import (now)

import
agentTMDB

Node
Router

File
Router

1.

2.

3.4.

Pool Cat.

5.

6.

File
Router

Node
Router

SE

URL
script

Node 2

7.
8.

1.assign files
2.maintain routes
3.mark wanted
4.mark available
5.get S-PFN,...
6.gen. D-PFN
7.init transfer
8.store PFN

Node 1

1.

2.

export
agent

SE

Pool Cat.

7.
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PhEDEx - drop-box
data import (future)

import
agentTMDB

Node
Router

File
Router

1.

2.

3.4.3

Pool Cat.

5.

6.

File
Router

Node
Router

SE

URL
script

importing node 1.assign files
2.maintain routes
3.mark wanted
4.1 get PFN
4.2 derive TURL
4.3 advert. TURL
      mark avail.
5.gen. loc. TURL
6.init transfer
7.derive PFN
   store in POOL

exporting node

1.

2.

export
agent

SEPool Cat.

7.

URL
script

4.1

4.2

6.
PFN
script
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Overview of data moved
recent PRS request

http://cms-project-phedex.web.cern.ch/cms-project-phedex
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Transfer performance

up to ~2 TB a day outbound
limited by network
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Typical size of files
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fil

es

mean file size: 133 MB
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Summary & outlook

40 TB of data successfully moved in total

~10 TB during DC04

~30 TB so far during recent PRS request

System proved capable to handle requirements

provides reliable transfers

redundant distribution chain

Central TMDB potential single point of failure

distribution of DB planned

looking into P2P solutions
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performance tuning of
globus-url-copy

tuneable parameters:
● amount of g-u-c jobs
● amount of streams

rule of thumb:
# jobs * # streams ≈ 50
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Production coupling
to PhEDEx

Production via McRunJob

ZIP

EVD files
logs

smry file

cksum
Pool-xml frag

local disk for
production output

monitors PhEDEx
DropBox chain

publish
smry file

RefDB

prod coupling
agent

publish smry via email

Pool Cat.

publish
contact


