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Trhis i_s a summary. talkccomposed mainly from
exisiting transparencies.

These are taken from the plenary sessions of the

EGEE Den Haag meeting and the last LCG-
Review

—

| am no glLite developer, but ratheran ALICE Grid

Lauser; sorsome; things may be seen from the ALICE
point efi viewi(eurrent.interest: Uise existing -

L protetypeerALICE DC as'soon as possible,
especially also in the Tier1 centre of Karlsruhe)
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Searched the wet:u fu:ur gnd umputmg Fesults 1 - 10 of abc Jt 594,000, Gearch took 0,14 seconds.

=—Furope s fleooded by “production” Grid deployment projects
— [...] more than 6,000 grids have been deployed worldwide (Sun)

— If by deploying a scheduler on my local network | create a “Cluster
Grid”, doesn't my NFS deployment over the same network provide

me with a “Storage Grid?” [...] Is there any computer'system that
isn't a Grid? (lan Foster)

= Tremendous richness of architectures.and products
— Butiwornying lack of stable testbeds where to experiment and
provide feedback
— At the mementenlysirendly and Advanced users can use the
system
— Which of course creates a vicious circle...
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= Federated Grids

— Currently: also LHC experiments use a number
of different Grids

= Sometimes multiple systems (Grids) are.used even
within a single experiment

— Clear that different Grids will coexist (e.g. US
« Tier2, NorduGrid)

1 —

= Birstiprienty"shoula e to shiow that a single
Grid can achieve real production quality.
= Fortunately, this is the LCG
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~50 sites g
~4000 cpu (not all available to LCG?) S




: = 253 of pplielellavvzire relizloiling <iple
scalablhty that we were strugglln'g with a year
~ago have.-been overcome
- there are many issues of functionality,
usability
and performance to be resolved --

= Overallljobrsuccess rate 60-7.55%

- Canleriolerated for “prolec;’cion” WOork —
submitted by small teams with automatic job
generation, bookkeeping systems

— Unacceptable for end-user data analysis







ARDA (Apl 2004

1 [ng ARDA grojact 2lifls (o 12l9 exoarlies
prototype analysis systems Using grid-technology,
— Starting point: existing distributed system in the
experiments

— One prototype for each of the LHC experiments

— Two people (funded by EGEE and LCG) work closely.

with each experiment
= Maintain a close relationship with the EGEE
W middleware team

- — experiencerwithirtne earyaversions ol the new
‘middleware (gLite)

— feedback to developers

= ARDA is NOT a middleware or applications




ARDA worklng group

SN e service decomposition

— Strong Influence off Alien system

= the Grid system developed by the ALICE erPéJments and used
by a wide scientific community (not only HE@z 41
/

= Role of experience, existing technology °"eq,qh
e

— Web service framework

L=y lnterfacing te;existing middleware to enable their
_use In' the experiment fiamewerks

-’Early deployment of (a series of) protot??ze‘,s (0]
ensure functionality and coherence ph%c,

S |




“Long they laboured in the

regions of Ea, which are vast
beyond the thought of Elves

expermentsT

ARDA is an
LCG project

whose main Cobra,Orca :
- ’ »  Dial,Ganga,
task is to ROOT.AlIRoot  y~ropys. J

AliEn, Proof... Athena,
enable LHC Ganga,Dirac, Don Quijote
=REWAI Xl Gaudi, DaVinci.

the GRID

EGEE middleware (gLite)



= e'=c~' Sitelgieiel W]
on-April 1=, 2004
*EArehitecture-document released in June 2004

= Design Document released in August 2004

= Those documents have been also used by
consortiums such as OSG to prepare their
blueprint

= And made available to GGF, GridLakb, OMII; ete:".

i
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= A Development Tiesthbed (known as prototype) has been
made available as of May 2004

1o host prototype middleware as recommended by the ARDA
RTAG

Many ideas from the ALICE/AIIEn system

= Started with AliEn, adding additional components frem other
middleware providers

Comprises resources at CERN, University of Wisconsin/Madison
and INFN

Approximately 60’ users registered
Being expanded withrarsecond VOuRHViadison

WiNSENarter expanded as a result of the, ARDAMWGrkshop
outcome in October 2004

Used by the ARDA Team to try out new middleware

Bio-Medical community has been invited to use the development
testbed



= On. different.time scales: glLite prototype and Pre
Production Service

— Understand “Deployability” issues
= Quick feedback loop

— Extend the test bed for ARDA users

= Stress and performance tests could be ideally located
outside CERN...

= Pilot sites might enlarge the resources, availablesandigives
2 iundamentalfeedbackiintermsieirdeployability™ to

e complementithe EGEE SAT activity (EGEE/LCG
operations; Pre Production Service)

= Running ARDA pilot installations

— Experiment data available where the experiment prototype
Is deployed




= All'’ALICE grid developers are now hired by
EGEE

= So AliIEn is some kind of “frozen”
= Only solution: gLite

R







ghtweight Middleware for
Grid Computing

. — WSREF still'being standardized
- — No mature WSREimplementations existiierdate, no clear picture™
- aboeutithenmpacteoVSKRE hence: start'with plain WS

— " \WSRF compliance is not an immediate goal, but we follow the WSRFE
evolution
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— AliEn, VDT, EDG, LCG, and others m
works out architecture

and design
— Architecture: https://edms.cern.ch/document/476451
— Design: https://edms.cern.ch/document/487871/

= Coemponentsrarne initially deployed.on a

il —
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"='Small scale (CERN & Univ. Wisconsin)
— Get user feedback on service semantics and interfaces

= After integration and testing components are
delivered to SA
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= \Worklead Vlanagement

— AllEn TasxCiele
N=pEVIVIS
Infermation: Supermarket)
—EDG L&B
— |SM adaptor for CEMon is still missing!
Blue: deployed on

— Query of FC is missing development

- Element testbed
— Globus Gatekeeper + LCAS/LCMAPS

R

~ — CondorC — —

=nRteraces to LSF/PBS (blahp) Middleware — RC 1
— “Pull components”

= AliEn CE




= Access through ngte sheII

= Perl| API
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Job Management
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Client

jobSubmit jobKill

. Motitications
jobAssess JobSuspend

JobResume Job requests
jobGetStatus

jobSignal

jobMonitorSub




= Storage Element

— 2431y SREM Irnolerrientetors
1 cCeigrg Cesior, o
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——
—glite-1/O (re-factored AliEn-

/O) = Metadata Catalog

= Catalogs — Simple interface defined

— AliEn FileCatalog — global (AliEn+BioMed)
catalog

— gLite Replica Catalog — local

———

— R-GMA

— FiReMan Interface

".___-.-l-"

* Data Schedulingsss
I R TR Prototype Middleware

_ Filg Placement Service Status & PlanS (“)
— gLite I/O

1 —




ProteiyvpeMiddieware
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1 Sgclrjty
- — VOMS as Attribute =
Authority and VO mgmt — AliEn shell

— CLlIs and APIs
— myProxy as proxy store — GAS

— GSI security and VOMS = Catalogs
attributes as :
enforcement

= Package manager

R — Prototypeibasedion
' | AliEn backend

S
e m——

= Accounting

— EDG DGAS (not used
yet)




= Propose to Include a reservation manager
into WMS for simple and compound
agreements

— Should this reservation mgr become a separate
service so it is useful for others.(like data mgmt)
as well?

S
=R O arEeAtENEIENERWSEIVICES acting on'a
"Sresource represented? Hierarchical?

= Only SRM2 provides space reservation —




server
— Bug fix integration

— Manpower problems
— Scheduled for this week

—=VONS adminmstiichiangingiapidly

— Need to have a more stable version now




——

= Support for'logical’data sets (LDS) and
generic queries

= WMS will have to deal with multiple catalegs

— Propose to use a prefix indicating, the catalog
iInterface to use for locating the data

w—1Other possibility is to nest classads and specnfy
the endpoiniiss -—

DL of WMS and AliEn TQ should (at least
for a subset) converge

= DLI'interface can use storage index

,.#_
=




= gLite I/O'is not'werking withithe current
protoetype yet.

= Numbers: using aiod or xrootd reading from

disk server at CNAF (1 Gb) with 100 MB/s

= Castor aiod-server: 40 Mb/s (problems here
pistCastor'backend, staging;,...)

= CERNiCastor'SE Conflgured for 150 paraIIeI
downloads with 3-8 MB/s each.




- In ALICE DC Phase 2 for each event 500
MB downloaded from CERN

= Test at CERN using aiod and single tcp
connection: 64 MB/s from disk to disk.

= But.analysis (gLite was thought to server
mainly:this puUnpose) doesinoetineed arlot of ™
datartranster anyway (bring the, KB to the
PB, and not vice versa)




Developmeni 2 gand, Release
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GRrdIScUSSed aareed and slicie| A
[Develepers introduce their compoenents I prototype
Interfaces (WDSL usually) published and made available
= According to Design Document when possible
Components modified to interoper
= Tricky language dependent i > In Development
= |mmaturity of code generato p, Axis, SOAP::
— Code checked-in in gLite CVS
= Prototype updated for direct use by ARDA Team
— Happened 7 times since May
— Bug reports and enhancement request receive
— Developers required to provide installation notes
= Code taken over by Integration for auto-build
— Feedback cycle with developers
= Early difficultieswith: SCIMi compliance seems now,to.be over
= Usually difficulties with. dependencies
= E.g. X uses classaddsi0:916;, Y uses 0.6.x
s ELg. Xuses Gili2/4 from VDT, Y uses GT2.2
— Streamline configuration
— Contributes to documentation
= Code taken over by Testing }
— Initial Step is to install Services
= Usually (especially at the beginning) not suitable docs
(installation & configuration)

> In Integration

In Testing

Available




ITeam
consistency and dependencies

functional and regression tests

p——




CruiseControl Status Page

Project

org, glite

org glite alien

orz glite ce

org glite. ce.ce-plugin

org glite ce monttor

org glite. ce.monitor-api-java

org glite. data

org ghite. data. api-perl

ora glite. data catalog-file-api-perl

ora glite. data catalog-interface

ore gite. data. catalog-meta-api-perl

ora. glite. data catalog-replica-api-petl

org ghte. data. catalog-sernce-fr

ore glite. data catalog-service-meta

ora. glite. data common

org glite. data. commoen-gseap-api-c
org gite. data. config-service

org glite. data 1o -authe-catalogs

org glite. data io-base

ore gite. data.1o-client

org glite. data.1o-daemoen

org ghte. data.1o-gss-auth

ore gite. data.io-protocol-rio

org. glite. data.do-quanta

org glite. dataio-resolve-catalogs

Last build result
passed
passed
passed
passed
failed
passed
passed
passed
passed
passed
failed
failed
passed
passed
passed
passed
passed
failed
passed
passed
passed
passed
passed
passed
failed

Last build time
10/09/2004 02:02:47
10/09/2004 02:40:46
10/09/2004 02:36:46
10/09/2004 02:34:46
10/09/2004 02:32:46
10/09/2004 02:30:46
10/09/2004 05:40:55
10/09/2004 05:12:02
10/09/2004 05:15:08
10/09/2004 05:10:04
10/09/2004 05:12:43
10/09/2004 05:15:39
10/09/2004 05:10:38
10/09/2004 05:11:23
10/09/2004 05:09:23
10/09/2004 05:08:14
10/09/2004 05:16:55
10/09/2004 05:32:55
10/09/2004 05:22:57
10/09/2004 05:28.29
1040972004 05:24:55
10/09/2004 05:21.32
10/09/2004 05:29:53
10/09/2004 05:20:08
10/09/2004 05:30:55




glite-data-io-authz-catalogz-

slite-data-io-resolve-catalogs-




o Middleware
134 LCG - EGEE Coordination
1.3.4.1 EGEE senior management appointed 15-07-03 15-07-03
1.3.4.2 Technical design team established 01-09-03 04-12-03
1.3.4.8 i_jan04 EGEE Middleware people hired 29-02-04 23-03-04
1.34.9 i_jan04 EGEE Middleware execution plan available 29-02-04 17-03-04
1.3.4.10 i_jan04 EGEE Contract signed 01-04-04 01-04-04
1.5.2.6 None i_apr04 First version of prototype available for experiments 16-06-04 16-05-04
1.5.2.7 MJRA1.1 i_apr04 Development and integration tools deployed 30-06-04 | 30-06-04
1528 MJRA1.2 _aprod ;(;fé\évare cluster development & testing infrastructure in 30-06-04 | 30-06-04
1529 DJRA1. _aprod {Ikrchltecture & Planning Document for release candidate 30-06-04 30-06-04
1.5.2.10 MJRA1.3 i_apr04 Integration & Testing infrastructure in place; test plan 31-08-04 31-08-04
1.5.2.11 DJRA1.2 i_apr04 Grid Services design document for release candidate 1 31-08-04 31-08-04
1.5.2.12 None i_apr04 Second version of prototype available for experiments 31-08-04 31-08-04
MJRA1.4 Release Candidate 1 31-12-04
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= Current LCG-2 based service continues as production service for batch
work

— Experiments moving to continuous MC production mode

— Together with work in-hand provides a well-understood baseline service
= Deploy in parallel a pre-production service

— Deploy LCG-2 components, and

— gLite components as they are delivered

— Understand how to migrate from LCG-2 to glite —
= \Which components can be replaced
= Which can run in parallel

= Do new.components satisfy requirements — functional and
management/deployment

= Nove proven componentsiinto; the productionisystem
SN E-2Zisialsortnerallback in case gllite fails




“focusion production,
large=scale data handling

the 2004
data challenges

Provides

operating and managing
a global grid service
Development
programme driven by
data challenge
experience

Data handling

Strengthening the
Infrastructure

Operation Vo
Mmanagement

Evolves to LCG-3 as
components
progressively replaced
with new middleware

Developed by EGEE project in
collaboration with VDT (US)

LHC applications and users
closely involved in prototyping &
development (ARDA project)

Short development cycles

Co-existence with LCG-2

Profit as far as possible from LCG-
2 infrastructure, experience

Ease deployment — avoid separate
hardware

As far as possible - completed
components integrated in LCG-2

improved testing, easier
displacement of LCG-2

les robertson - cern-it-42
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= Coexistence/Vigration ISSUES:

— Workload management — suggested strategy
= Start with LCG-2
= Add new (Glite) broker nodes to the LCG-2 based Grid
Infrastructure
— LCG-2 Uls can talk to LCG-2 brokers and'to Glite brokers

= When happy with the Glite broker, update the Uls

= LCG-2 (Glebus based) and Condor based CE can coexist in the
same Grid —

— LG 2 (Globus based) CEs can be used by LCG-2 broker and by
Glite broker

— Condor based CEs can be used only by the Glite Broker

— So update the CEs (LCG-2 - Condor based CE) when you think it
is right




Some Answers

— access data produced already and stored in LCG-2 SE using glLite
tools?

= How is data
— on LCG-2 Classic SEs available to gLite clients?

|
q.._—-"_-

T — N
——-

 — onglite’SESavailable to LCG-2'clients ?

— on glLite SEs available to local clients, not using the gLite /O
mechanism?




Some Answers

1 Flow car tria WIS

e D)) gpleltepisielidsief clefeligrsit o oin) e Elter cigie | ECE-2 ezitzllojefs) if i)e

appropriate SEs are available? = —

— Find available catalogs for LCG-2 and gLite data?

= Data:
.. — Currently:

-

= “Classic SE”
~ "'SRM—dCache, LCG DPM, etc







LCG Project Actvity Aress

BCGCR

Enabling Grids for

Grid Deployment &-ienc: inEurooe
Coordinate the development,
management and operation of the
Grids interconnecting resources
available for LHC data analysis
Joint activity with EGEE SA1

Applications
Development environment and
common libraries, frameworks,
tools for the LHC experiments

CERN Fabric
Construction and operation of the
central LHC computing facility at
CERN

Enabling Grids for

Middleware E-science in Europe
Provision of middleware adapted
to LHC requirements —
functionality, performance, scale.
|dentical with EGEE JRA1.

Networking
Planning the availability of the
high bandwidth network services
to interconnect the major
computing centres used for LHC

Jistripbuted Ana Y S1SEnabling Grids for

. . E-science in Europe
Prototyping LHC experiment

distributed analysis systems using

a Grid — Component of EGEE
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LCG has beenisetting up the
operation of a grid infrastructure for.
HEP experiments

— combining national and regional grids

— middleware certification,
iIntegration, distribution, operation
management, ..

— agreedimiddleware, package —
curenty-LCcG-2"

EGEE has a goal of extending this
into a general grid infrastructure for
science |n Europe and beyond
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glite

" One frontend machine which hosts the
services of the site (CE, SE,
gatekeeper/ClusterMonitor)

= This machine has to have access, to the
local batch system. The installation has to
be visible from the WWNs (shared HOME)

EREer own, VO: one machineshestingyall
LsenvernEsiderservices astwell as LDAP,
mySQL




. Insi’allation manual:
httpy/peeplesweb.psi.ch/feichtinger/doc/glite-alien-
setup.htmi

by Derek Feichtinger LCG/ARDA group

= Or download from http://alien.cern.ch/dist

AlIEn-Base/Client etc. version 1.36-25 or larger
and add current code from CVS

PSETVEr: anenymous@)jralimwseenn.chi/cvs/iiadinwas

ngerythlng Staringwithrerg-glitealien™ but there
arermorethan 100 directories andithings keep
changing quickly)




figuratieny(lt

AP)and Eirewall

File Help |
Search Browse | Schemal
Incalhost =.| |:||
EF glite
B de=gsi,do=de T ]
Em:glite description
ou=Canfig prowy Part 7078
ou=Packages proxyHost glitednT gsi de
ou=Feople
au=Rales authPart 7070
ou=Sites authenDatahase ADMIN
ou=Fatitions - -
ou=Gashodulas authenHost glite001.gsi.cle:3307
authenDriver Imysql

authHost
catalogHost
catalogPort
catalogDatahase
catalagDriver
gqueuePort
queueHost
fueueDatabase
fueuebriver
fqueuelhHost
logPort
logHost
userhir
isPort
isDatabase
isDriver
izDhHost
isHost
nwsPort
nwsDatahase
nsDriver
nwsDhHost
nwsHost
clusterkdonitorlser

clustermonitorPort

[gliten01 gside

glite001.g5i.cle:330?

707e

alien_system

my sl

7073

glite001 .gsi.de

processes

mysgl

glite 0071 .gsi.de:3307

7073

glite0071.gsi.de

fylitefuser

7071

INFORMATIONSERYICE

mysgl

glite0071.gsi.de:3307

glite0071.gsi.de

aliprod

7074

_épply |

lelelefofafefefafafefafaefafafefafefefafefefafa]eefa]e]al]a]e]s

Refresh |




File

Search Browse I Schemal

Iucalhust i] E]

EFgLite
B do=gsi,do=de T
B o=glite clusterkdonitorlser ]aliprod

ou=Config clustermonitorPort ‘?U?-‘-l
ou=Packages

& ousPeople hrokerHost |alitennt gsi de
ou=Roles brokerPort 7080

ou=5ites : :
ou=Partitions transfertdanageraddress glite0071.gsi.de:7085
ou=Gashkodules transferBrokerfddress ]gliteﬂﬂ‘l.gsi.de:?ﬂﬁﬁ

transferDiatabase ]gliteﬂm.gsi.de:SSD?a’mysqlﬁransfers
transferOptimizerdddrass ]glitelilm.gsi.de:?ﬂﬁ?
jobOptimizeraddrass ]gliteﬂﬂ‘l.gsi.de:?DBB

jobDatahase ‘gliteﬂm.gsi.de:aan?fmysqlfprocesses
|dapmanager |cn=Manager,dc=gsi,dc=de
jobhanageraddress |g|iteDD1.gsi.de:?D?3
jobBroker&ddress Igliteﬂﬂ‘l.gsi.de:?DBD
processPort ]?D?S
|7078
[7077
|7078
[7073
catalogueDatabase ]gliteﬂm.gsi.de:San?fmysqlfalien_system
catalogueOptimizerAddress |g|iteDD‘I.gsi.de:?DBS
monalisal s I
monalisaGroup ]
authensubject ]fO=GermanGridfoU=GSI£CN=hnst-’gliteDD1.gsi.de
proofFort ]
proofDiatabase ]
proofDriver ‘
proofDbHost |
proofHost |
proofduxPortRange I
proofCryptPassword ]
proofLogin ]
|

nrnnfTimenut

Snply 1 Refresh



File

Search Browse I Schema!

IDcthDst i] E]

E-glite
B de=gsi,do=de : _ . : _
En=g|ite dn lhame=F|Ie,Du:SE,Du:Servlces,uu:GSI,uu:S|tes,u:gl|te,dc=g3|,dc=de
- au=Config objectClass | AlENSE
- ou=Packages name ]File
Et ou=People
uid=alienmaster host [alite001.gside
Uid=vpenso e IFiIe
Uid=newuser
B ou=Roles savedir ]fglite—data
uid=admin pnr‘[ |BDE1
uid=aliprod i
B ou=Sites options |
B ou=G3l tmpdir ]
ou=Canf
Ignu:Serviges R ]
E}ou:SE lwmdatabase ]mysqlfaliendhd.cern.ch:SSDEflvmf
ou=CE
L name=LsF
ou=FTD
- ou=Fartitions

Et ou=Gashiodules
I:alias:AIiEnFiIeCatalng
alias=aliEnketaCatalog




File

Search EBErowse J Schemal

Incalhust
EF gLite

E‘Pdc:gsi,dc:de

Eh:u=g|ite

- ou=Config
—ou=Packages
El ou=FPeople

vid=alienmaster
Uid=vpenso
uid=nesuser
B ou=Roles
uid=admin
Uid=aliprod
B ou=3Sites
B ou=G5l

Il_;nu:l:nnﬂg

ou=Iervices
ou=5E
L hame=File
ou=CE

e —— e
ou=FTD

— ou=Patitions

& ou=Gashodules

I:alias=P.IiEnFiIeCatalng
aliaz=AlEnketaCatalog

=l g

dn ’hame=LSF,nu=CE,nu=Services,nu=GS|,nu=5ites,n=glite,dc=gsi,dc=de

ohjectClass  |ANENCE

naime ]LSF
tyne |LsF
hiost |glita001 gsi de
maxgueuedjohs ]1EI
maxjobs |5t
submitcm ]hsuh
submitarg ]
Killcrmd ]
illarg |
statuscmd [bjobs
statusary J
packages ]






—

e —

ne most important_

components of LCG.

= While the M/W is not under the exclusive control of
the LCG project, its milestones are very important
and need to be included in the project overview.

— They will clearly need to be negotiated between LCG
and EGEE

L CG Milestones are aligned with EGEE ones, within the
BRSNS CopE 01 tnErAIRDA project. Milestenesianddbeliverahese
- g avigvyec oy Jor N ECEE ] LCCyafeldasm=Ci==
N EIETBIENEVIEWS reports are available:

DJRAT.1 (Architecture): http://edms.cern.ch/document/493614/1
DJRA1T.2 (Design):
http://edms.cern.ch/document/487871/0.8

= Having the same person in charge of both is clearly good
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testbed
~— Expose-more users than just the ARDA team

— Made enough computing resources available for
realistic analysis

= Madison installation is being expanded with ~60
CPU’s
= FZK and GSI resources will be added
= Deploy current prototype software on ALLICE sitesis

w— 1.0 handlerPhase ll"of ALICE Data Challenge 2004
(supported by LCG, EGEE ...7?7)

— To provide early feedback to Middleware developers

—




Enlargedi glite prototype liestbed

riroLcjrl -zs [S20LIICes

Bi-~ alienmaster@glite001:/tmp/gLite/log - Befehlsfenster - Konsole
Sitzung Bearbeiten Ansicht Lesezeichen Einstellungen Hilfe

alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
alienmasterBglitelll
[alienmasterBzlited(l % glite login

larning: Mo walid proxy., Trying 55H key...

Oec 1 14319:56 info  Error contacting the local SE
Dec 1 14:19:56 notice Starting remotegueue, ..

Do |::1. 14:19:56  info

s

H

Requirements = { other,Type == "Job" ):
CloseSE =

"ol ite::G5IiFile"
CE = "glite:sGSIz:LSF":
Host = "glite00l,g=i.de":
LocalliskSpace = 67364282:
WHHost = "glite00l,g=i.de":
Type = "machine":

Uname = "Linux glitedl 2,4,20-30.7 ,cernzmp #1 SMP Thu Feb 19 12:35:51 CET 2004

1636 unknown"

]
glitedd] g=i, dey3307] fzlites/useriasaliennasters > services

Hostname

== Service Servicenamne

Status

Dec 1 14:20:06 error The
Dec 1 14:20:06 error The returned
Dec 1 14:20:06 error The returned
- [ CluMon 1 glite::GSI:iLSF

Ok --

returned

errori Mo ACTIVE SEs
errori Mo ACTIVE CLCs
errori Mo ACTIVE CLCs

2litell, g=i, dei707d

1 14:20:06 error  The
1 14:20:068 error  The
[ Core IS

returned
returned
Authen

Manager/Job

Logger
Manager/Transfer
Broker/Job
Broker/Transfer
Optimizer/ Transfer

OptimizerCatalogue

errori Mo ACTIVE FTOs
errort Mo ACTIVE TepRouters

2litell, g=i,dei7071
2litelll, g=i,dei 7070
2litell, g=i,dei7073
2litell, g=i,dei7079
2litell, g=i,de70B5
2litell, g=i,de70B0
2litelll, g=i,de70BE
2litedl, g=i,de 707
2lited0l, z2i,deF0B89

zlite00l,021,des3207] Jzlite/user/asalienmasters > i

Karlsruhe: comparable status

Both sites (Karlsruhe and GSI) are
currently being integrated into the
glLite prototype testbed by Pablo
Saiz.




ALICE DC and glLite

File transfer system:

Sub-jobs

Sub-jobs

i) cEs

@ERID
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= Advantages




=nRstallationrandiconfiguration of sites mustibe,as;simple as possible
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- Why not using them to bund the mlnlmal GRrD that dOE'S‘t‘rTé‘job’?
e Fast development of a prototype, can restart from scratch etc etc
e Hundreds-of users and developers
e Immediate adoption of emerging standards

< AliEn by ALICE (5% of code developed, 95% imported)
2001 2002 2003 2004 2005

O% [Data Challenge (analysis)
Physics Performance Repoﬂ (mixing & reconstruction)

First production (distributed simulation)

- Functionality Interoperability Performance,% Scalability, Standards
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glLite/A
CE/SE
glLite/E
CE/SE
glite/L
CE/SE

glLite/A
CE/SE

—-

[— -
; alog

The current plan is, to move to glLite as soon as
possible !




Predrag and Derek giving a demo.
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Demonstrated the feasibility of global dlstrlbuted
parallelfinteractive data analysis.

Used 14 sites, each running 4 PROOF workers,
l.e. 52 CPU’s in parallel.

Used ALICE MC data that had been produced at
these sites during our PDC’04.

JMade a realistic.analysis using the ALICE ESD
- objects.

s=Used the AIlRoot ROOT, PROOF and glLite
technologies.




PROOESIEAVE -
SER )\j'_'JJ PROOESEAVE

oo SERVERS
(

| (ORootd

H Forward Proxy
- _"7 [ : orward Prox
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New Elements

Optional Site Gateway
()

Only outgoing connectivity

Slave ports
mirrored on

Master host
Proofd Startup

TGrid UI/Queue UI

Grid Access Control Service ' PROOFE

- Maste
~ Grid/Root Authentication

1 —

~ Grid File/Metadata Catalogue Booking Request
- with logical file names

A

Client retrieves list
of logical file (LFN + MSN)
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1 Dallvar seneacltlael corn

production service
— Get' Operations feedback and adapt as required

= Deploy prototype Middleware to ALICE sites

= Enlarge development testbed and epen it to
a larger community

Leukinalize econtents of EU RCA1 release

= Deliverand testall components out of
“Integration builds

= Finalize first integrated release as an EU
deliverable




= JRA1 homepage
ttol//edee-|ra’l.Wwen.cerm.cr

l 4
f By

gy | = ! R ———
IS GLEIES C[O)GEILf)S =

~  hitps://edms.cenmtch/document/476451/
= Release plan
hitps://edms.cern.ch/document/468699

= Prototype installation

http://egee-jral.web.cern.ch/egee-
waiiady/ Protetype/testbed.htm

= Testplan..
https://edms.cern.ch/document/47 3264/

- —

= Design document

DS //edll -if /document/aao /o




il
0-0 HNRAG 2P0 K2 a-LJA B

@
o S
(D
C
.
©

Enabling Grids for
E-science in Europe

ite
1t Middleware for Grid Computing

o Nl

What is gLite?

GLite

glite (pronounced "gee-lite") is the next generation middleware for grid computing. Born from the collaborative efforts of
» GLITE SUBSYSTEMS maore than 80 people in 10 different academic and industrial research centres as part of the EGEE Project, glite provides
T a bleeding-edge, best-of-breed framework for building grid applications tapping into the power of distributed computing and

storage resources across the Internet.
COMPUTING ELEMENT
o, . .

R ENECET YWant to know more about glite? Read the following presentation.

ACCOUHTING glite News
LOGGING AND BOOKEEPING

New gLite web site unveiled {13/09/2004)

The new glite web site has officially gone online on Monday 13 Septermber. The web site offers a single point of access
SECURITY to public documentation, installation packages and guides and loads of ather useful infarmation. The web site has been

MOHNITORING

WORKLOAD MANAGEMENT developed by the glite Integration Tearn with the collaboration of all project members using original web templates form
TEREMA,
 DOWHLOAD
DOCUMENHTATION glLite People

e .
i PACKAGES ) : : - :
The glite software is produced as part of the EU) EGEE Project funded by the European Communities. The following
T ABOUT GLITE academic and industrial research centres are collabarating to the development of the software arganized in three different
EGEE JRA1 Activities: JBAT (data management, workload management, monitoring, accounting, computing element, logging and

bookkeeping), JEAS (security) and JEAA (network monitoring and provisioning).

E e EGEE JRA3J

——— EGEE JRA4

» ABOUT EGEE The European Organization for Nuclear Research (CERM)

= . . S
ELNN Istituto Mazionale di Fisica Mucleare (IMFR), Raly
F"f!igar updated: 12/09/2004 S
Abuulﬂ_meggkgig
et Datamat Spa, ltaly

W3C 370"




— Attract realfusers

— Continue.the validation problem on a credible scale

= |Incremental process on the prototype (functionality) and its
extension (scale)

= ARDA created multiple channels of

communication
— The most important being experiments<—> glLite

L =rAssume some natural selection/bootstrap.will.happen
. = Continuewithithe ’ARDAWorkshopsHegular meetings (every.

Sfortnight) terstart (recommendation of thelast workshop)
= Other opportunities will be exploited

= ARDA produced a large feedback from the
experiments to gLite
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= ARDA uses all components made
available on the glLite prototype

= First version of analysis systems are
being demonstrated




= [Documentation and' installation procedures

= Applications: we need real users other than
our enthusiastic HEP colleagues using our
infrastructure in production and fast (if we

wwant EGEE-I...)

R

I——

* Training and education are also means to
build new EGEE user communities
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= The Project Mgmt Beard unanimously supported the plan
toradhere to the project work-plan (Annex 1) and ensure a
release of glite is ready for deployment in March 2005

= ALL effort (funded or unfunded, full-time or parnt=time)iin
JRA1 will be concentrated on bringing a selected set of
high priority components to production-ready status

= Any. groupsitiiatwisiirtortake earlierVersions of glLite are
welcome to do so but the support of these deployments is
not the responsibility of JRA1

1 —
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= There exists a high risk that the project may not meet its objective due
terconflicting.requirements and interests in the development of the
glLite middleware

= The project is facing a difficulty in the development of gLite with two

possible scenarios

— Focus JRA1 integration and testing on AliIEn components

= High-energy physics application will take benefit.of such a scenario
— Continue delivery to pre-production service as planned

= Most of the applications will benefit of suchrarseenario

-
S
—— -

sSTich situation must be addressed urgently by the Project Director
having in mind the objective of the project

— “Enabling Grids for e-Science in Europe”
— We recommend thus to follow the second scenario
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Evenyone has to take ...

"EGEE : Enabling Grid for e-Science.in

Europe”
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