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Introduction & Motivation

• MAP (Monte-Carlo Array Processor) 
• Simplify the process of submitting a 

computing Job to MAP
• Provide more feedback to the user
• Provide insight into how to turn MAP into a 

Grid resource
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What is MAP?
• Monte Carlo Array Processor
• ‘Commodity’ Personal computers mounted in rack –

– MAP 1 300 nodes
– MAP 2 1000 nodes

• Wired together with a private network
• Work in parallel running same simulation with different 

parameters
• Good for Physics and Engineering problem solving
• One of the World’s most powerful computers
• Concept developed & refined at Liverpool
• Software written and maintained in house; More to it 

than just this slide
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MAP Philosophy

• A scientist sets up a job on their machine
• Once the job is working

– Job files and libraries are tarred into one file
– A second file is used;-

• Don’t want 1000 identical jobs running
• Introduces differences between nodes
• By, for example, random number initialisation

• A good alternative to batch systems 
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Pictures MAP and MAP2

Lower left: a bank of MAP 2 nodes. 
Upper left: the innards of a MAP2 node
Right: MAP1 with Private network wiring visible

MAP 2

•Each Node:

•CPU 

•3000 GHz

•Xeon Pentium 4 

•1GB RAM

•100TB of direct 
attached storage

•Slide mounted Nodes
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A Web Interface
• Existing Job Submission Tool is MAPXQS

– An X-Windows based Program
• DUCK (Devolved User Control Konsole)
• Submit a MAP job a web browser
• My contribution to the project

• Forms middle part of three tier system
– Client - User’s Web browser
– DUCK - Middleware (A Web application)
– MAP - The computing resource

Web browser
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User Interfaces

Contrast between 
the X-Windows 
MAP interface 
(top right) & the 
Web interface 
(Left)
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Milestones so far
• Successful submission of jobs using DUCK (Atlas 

Monte-Carlo Production) 
– 200 Million events for MSSM SUSY studies
– 500 Million events for Higgs studies
– Generated events used for Physics studies 
– E.g. Search for a light Higgs in ttH channel

• Successfully deployed DUCK on Linux server
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Queue Daemon

• Daemon – a program that runs constantly
• New web queue daemon developed
• Acts as the communication between 

DUCK and MAP
• Socket-based communication of Job 

parameters;-
• MAP setup parameters
• Application-specific parameters
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Application Parameters

• Parameters that describe the application i.e. 
– Physics Parameters
– Engineering Parameters

• Database system allows jobs with an arbitrary 
number of application parameters to be 
specified 

• Name, description, default value/ value triplet
• Values are typically random number seeds etc.
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Query Daemon
• Allows users to see what jobs are waiting to run 

on MAP over the web
• Information updated with periodicity of minutes 

from the MAP 
Query daemon

• Avoids traffic 
saturation 
of the MAP
software
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Inside DUCK - Java

• Core MAP software written in C for 
performance reasons

• DUCK written in Java
• Takes advantage of Java’s

– Database bindings
– Networking packages
– Web delivery mechanism (servlets)

• Servlet engine Tomcat (Apache Project 
product)
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Inside DUCK - Servlets
• DUCK is made up of multiple Servlets
• Servlet are

– small programs
– that produce web pages as output
– as response to a request from a 

web browser
• Client (web browser) doesn’t store data between 

pages 
– MySQL database provides a persistency mechanism 
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Inside DUCK – MAP Interface
• Connection between DUCK and MAP is a simple text 

protocol over a Network Socket
• Currently two listeners

– Queue
– Query

• Queue data is sent in the form 
– [variablename]variable

• Messages sent back at the end of communication in 3 
groups
– Errors – things that stop a MAP job running
– Warnings – things that are possibly a problem
– Infos – Information about the job

JCB

[variablename]variable
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Concluding
• DUCK is;

– Middleware for MAP 
– deployed on Linux (developed on a win32 platform)
– In action; Users are submitting jobs using the 

interface (Atlas)
• There are features to be added to the interface if 

time permits
• Can already see ways to ‘Grid-ify’ the 

middleware


