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Service Challenges
vs. Data Challenges

2005 20072006 2008

Data Challenges: increasing functionality at a given scale

Service Challenges: increase scale and progressively add functionality
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ALICE 2004 - Phase I results
Number of jobs:

Central 1 (long, 12 hours) – 20 K
Peripheral 1 (medium – 6 hours) – 20 K
Peripheral 2 to 5 (short – 1 to 3 hours) – 16 K

Number of files:
AliEn file catalogue: 3.8 M CERN Castor: 1.3 M
LCG  Data Management/Storage Element tools not used (not 
mature or not deployed  when we started Phase 1)

File size:
Total: 26 TB

Resources provided by 27 active production centres, 12 
workhorses

Total: 285 MSI-2K hours
LCG:    67 MSI-2K hours (24%, can be 50% at top resource 
exploitation)
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ALICE 2004 - Phase II results
Number of jobs:

340K, 1.5M events; 
Jobs running: 430 average, 1150 max.
average duration: 4.5 hours
total CPU work: 480 MSi2K hours

Number of files:
AliEn file catalogue: 5.4M (+3.8M from Phase I, no degradation in 
performance observed)
About 0.5M files, generated on LCG, also registered in the LCG RLS 

File size:
Total: 10 TB on remote SEs

Resources provided by 17 AliEn sites + 12 LCG sites
Total: 480 MSI-2K hours
LCG:   50 MSI-2K hours (10%)
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ALICE 2005 Plan

Physics Data Challenge
Minimum requirements on computing time and storage 
capability (numbers by end march)
But if the system allows for more, we will try do more
Until July 2005, generate MC events on available 
resources
Register them in the AliEn DC and store them at CERN

ASAP (July?-September?), make the Physics and 
Service Challenges converge on the same system



ALICE vs.
LCG Service Challenge 3
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ALICE vs. LCG Service Challenges

How can we take advantage of LCG 
Service Challenge 3?
What can we learn?
How do we start?
2005 goals
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ALICE vs. LCG Service Challenges

SC3 is due to start soon (July 2005)
Can we use it for a “Data Challenge like” 
exercise?

worrying about the scale of data generation/transfer 
and the LCG efficiency
AND processing useful data

What would we learn for our computing/data 
model?
What middleware will be on LCG-SC3?
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EGEE Schedule 
- E. Laure @ ARDA Workshop

Most of the Services are being deployed on the 
LCG Preproduction Service

Initially at CERN, more sites once tested/validated
Scheduled in April-May

Schedule for deployment at major sites by the 
end of May

In time to be included in the LCG service challenge 
that must demonstrate full capability in July prior to 
operate as a stable service in 2H2005
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ALICE vs. LCG Service Challenges

Assumption:
EGEE middleware available on LCG-SC3

We could:
Sample (bunches of) “RAW” events stored at T0 from 
our Catalogue
Reconstruct at T0
Ship from T0 to T1’s
Reconstruct at T1 with calibration data
Store/Catalogue the output
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ALICE DC2005/SC3 layout
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ALICE SC3 layout
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ALICE vs. LCG Service Challenges

As soon as T2’s start to join SC3:
Keep going with reconstruction steps

+
Simulate events at T2’s
Ship from T2 to T1’s
Reconstruct at T1’s and store/catalogue the 
output



March, 15th, 2005 LCG-SC Meeting - Lyon 14

ALICE vs. LCG Service Challenges

In other words:
Mimic our data (raw-like + simulated) flow
test the reconstruction
measure the performance of the LCG/SC3 for 
different services:

Job completion efficiency
Data transfer efficiency
Storage Element efficiency

As new sites keep coming in, increase the scale of 
the exercise
As new middleware comes in, add more functionality
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ALICE vs. LCG Service Challenges
What would we need for SC3?

AliRoot deployed on LCG/SC3 sites - ALICE
Our AliEn server with:                  - ALICE

task queue for SC3 jobs
catalogue to sample existing MC events and mimic raw 
data generation from DAQ

UI(s) for submission to LCG/SC3 - LCG
WMS + CE/SE Services on SC3                   - LCG
Appropriate amount of storage resources - LCG
Appropriate JDL files for the different tasks - ALICE
Access to the ALICE AliEn Data Catalogue from LCG
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ALICE vs. LCG Service Challenges

Last step:
Try the analysis of reconstructed data

That is SC4:
We have some more time to think about it
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ALICE vs. LCG Service Challenges
We will measure the LCG performance in average 
conditions

We would certainly need support from LCG and we will 
put some of our manpower in for SC3

We are willing to start as soon as possible so as to be 
ready for: 

SC4, that should see the convergence of our whole team 
on using the “LCG Production Service”


