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Introduction

• Data are collected from RB L&B

Consequently, jobs submitted out of the scope of the RBs are not taken into account.
Complete job throughput is provided by GOC accounting.

Currently we gathered 
• About 60 Go data since January
• More than 6 Millions jobs
• 55 RBs collected
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Throughput and success rate 1/2 

• Job throughput and job success (RB point of view)
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/showstatsVO.php

• Job throughput per month (per VO or per RB)
nb of registered jobs on the RBs, nb of sucessful jobs on the RBs
sucessful job = job done and status 'OK'
This reflects the RB point of view, not the success from the 
applications point of view. For instance the file transfer failures are 
not taken into account. 

• Success rate per month (per VO or per RB)
success rate = nb of success / (nb of registered - nb of cancelled)
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Throughput and success rate 2/2 
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Per site throughput

• Job throughput distribution per country, site and CE
– presents the total values for run jobs from 2005

The CE information is know when the job runs
From CE name we catch 

• the site with the mapping table CE-Site from the GOC database
• the country with the ccTLD (country code Top Level Domains )



EGEE IV, Pisa , 26 October 2005 7

Enabling Grids for E-sciencE

INFSO-RI-508833

Sites top ten

• Presents the 10 sites of largest throughput
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Duration

• Duration distribution
– the duration calculation is possible for successful jobs and when  

the run time-stamp and the done time-stamp on the CE are both 
available. 
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Duration example

• One can see the largest number of infinite jobs during 
July and August. They are due to the Wisdom DC. 
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Job waiting time

– Job execution time and job waiting time for each VO 
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/efficiencytime.php

• D1 : The time stamp when the job is registered on RB by UI
• D2 : The time stamp when the job state is run on CE
• D3 : The time stamp when the job is done on CE

– Execution time: ET = D3-D2 , Waiting Time: WT = D2-D1.
– ETmax is the max bound for each category (5 mn for short jobs, 45 mn for 

medium jobs , 3 h for long jobs , and 15 h for infinite jobs). 
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Job abort reasons distribution

• Available for aborted jobs
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/abort_reason.php
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Active users

• Active users per VO
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/users_active.php?choix=Overall

– A user has been considered as active when he has launched
more than 10 jobs in the month. 

– If he has launched at least one job and less than 10, he is
considered as inactive.
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Future

• Job provenance will offer us a more comfortable collect of data 
(easier, efficient, reliable) and a mean to obtain the real and sure 
"job history" record (middleware linked) we need to provide 
statistics
- we are preparing the changes

• We are willing to refine our statistics and provide new ones
– e.g. abort reasons to be refined 
– e.g. total duration estimate for successful jobs to be built
– new schema summarizing job throughput, job duration and job success

• In collaboration with GOC accounting people we would like to 
evaluate the job throughput using other jobs submission 
mechanisms (direct access to the CE, Dirac…)
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Urls summary

• JRA2 statistics
– http://egee-jra2.web.cern.ch/EGEE-JRA2/QoS/JobsMetrics/JobMetrics.htm

• Job throughput and job success 
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/showstatsVO.php

• Duration distribution
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/durationmonthlyVO.php

• Per site throughput
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/sites_Ce.php

• Waiting time
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/efficiencytime.php

• Abort reasons
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/abort_reason.php

• Active users
– http://ccjra2.in2p3.fr/EGEE-JRA2/QAmeasurement/users_active.php?choix=Overall


