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R Introduction

Enabling Grids for E-sciencE

» Data are collected from RB L&B

Consequently, jobs submitted out of the scope of the RBs are not taken into account.
Complete job throughput is provided by GOC accounting.

= Currently we gathered
« About 60 Go data since January
* More than 6 Millions jobs
* 55 RBs collected



Number of Jobs

RB Stats

{Production testbeds global)
Done Jobs / Total Jobs = 71.1 %
11748 Done Jjobs per day (average)
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elelcJe) Throughput and success rate 1/2
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Job throughput and job success (RB point of view)
http://ccira2.in2p3.fr/IEGEE-JRA2/QOAmeasurement/showstatsVO.php

Job throughput per month (per VO or per RB)

nb of registered jobs on the RBs, nb of sucessful jobs on the RBs

sucessful job = job done and status 'OK'

This reflects the RB point of view, not the success from the
applications point of view.

Success rate per month (per VO or per RB)
success rate = nb of success / (nb of registered - nb of cancelled)
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e Ge Throughput and success rate 2/2
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Y0 Stats
{Production testbeds global)

Success/ (Registered-Cancelled) Johs = 64 %

13656 success jobs per day (average)
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Per site throughput
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Job throughput distribution per country, site and CE

presents the total values for run jobs from 2005
The CE information is know when the job runs

From CE name we catch
the site with the mapping table CE-Site from the GOC database
the country with the ccTLD (country code Top Level Domains)

MENU
= Alstria
= Bulgaria
s Canada
= China
. CYRrus
= Czech Republic
= France France = IN2P3-CC
s SErmMany
- SI’EECE month cclegeelinl.in2p3 .fr{cclecgeeliD2.in2p 32 fr{cclegeeliD4.in2p 3 fr||cclecgceliD 5 .in2p3 fr||cclcgeeli0 7.in2p 3 .fr
= Hungary
« India 2005-01|/1248 1 [u] 4 4 1257
= Ireland Z005-02||1932 1659 [u] 21 0 3612
= (o 2005-03 2711 1298 0 1 g 4013
= lapan 2005-04|[4927 1149 50294 0 3582 15752
= Korea Republic of 2005-05|[11637 2437 2625 o 1798 18506
= Metherlands
s Pakistan 2005-06|[2405 2764 [u] 10 0 5180
+ Poland 2005-07|[12535 10189 0 60 ] 22884
= Portugal
e Bomania 2005-08|[21828 o D B o 21830
» Russian Federation 2005-09([12535 Gi=is] [u] 19 (] 13315
s Singapore
« Slovak Republic 2005-10|0 5395 [u] i 0 5401

= Spain

= Sweden

= Switzerland

s Taiwan

= United Kingdom

INFSO-RI-508833 EGEE IV, Pisa, 26 October 2005 6



Sites top ten
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Presents the 10 sites of largest throughput

SITES TOP 10

[z0D05-05 | [z005-06 | [z0D05-07 |

[CriarF-T1 |[259.41 | [crar-T1 | | [RAL-LCGZ |[Fos74 |
[RAL-LCG2 |[2=775 | [RALLCGZ 32145 | [RAL-LCGZ |l57153 |
[rzPa-LPC |[15885 | [RALPP-LCG |[12654 | [crMAaF-T1 |[25728 |
[CERM-PROD |[1372= | [FHaL-LCce2 J[11961 | [RALPP-LCE |[1s02= |
[INFr-LML-LCG |[13191 | [IMzP3-LPC |EEEE | [FraL-LcG2 |[14914 |
[rnzP3-LPC |[12525 | [RALLCGZ |EEE | |RALPP-LCS 14125 |
[rALPP-LCG |[11957 | [MikHEF-ELPROD  |[2107 | [CERM-PROD |[1=653 |
[irzP3-co |[11820 | [cESYPRO |EERIE | [RvTH-2achen |[12374 |
[MIHEF-ELFPROD  |[11324 | [IMFR-PADOwWA, |[F7os | R TH-Aachen |[12241 |
usc-Loca2 11118 | [DESYPRO |[Fs16 | [MikHEF-ELPROD  |[11495 |
|[zo005-08 | |z005-090 | |[zoD05-10 |

[RAL-LCG2 |l41658 | [RAL-LCGZ |le01o7 | [RAL-LCGZ |[24501 |
[craF-T1 |[za55= | [FHaL-LCce2 |[z=682 | [FraL-LCcG2 |[1as8= |
[FraL-Loc2 |[Z3911 | [CERN-PROD |[20040 | [CERN-PROD 15171 |
[CERM-PROD 21916 | [SraF-T1 16073 | [orMAaF-T1 |GEEE |
[c=TCDie |[1207= | [RALPP-LCG 12523 | IMFM-BARI |[F313 |
[craF-T1 |[1sa27 | inzP3-cC |[12538 | izP3-cC [EEEE |
[csTCDie 15213 | IMFR-BARI |EEE | |pic ||5=80 |
[rzP3-co |[15054 | [pic |l=2166 | IMFM-PADON A |[4252 |
[CERM-PROD |[13646 | [IMzP3-LPC |EEEE | [ucL-cco |[4542 |
[DESVFRO |[1=615 | [INz2P3-LPC 5745 | |RALPP-LCG |[4537 |
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G Duration
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Duration distribution

the duration calculation is possible for successful jobs and when
the run time-stamp and the done time-stamp on the CE are both
available.

Number of jobs
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Vo

O short jobs < 300 seconds (5 min)

E 300 = < medium jobs < 2700 = {45 min )
O 2700 s < long jobs < 10800 s (3 hours )
O 102800 s < infinite jobs
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C Duration example

Enabling Grids for E-sciencE

One can see the largest number of infinite jobs during
July and August. They are due to the Wisdom DC.
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C Job waiting time
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Job execution time and job waiting time for each VO

http://ccira2.in2p3.frlEGEE-JRA2/QAmeasurement/efficiencytime.php
D1 : The time stamp when the job is registered on RB by Ul
D2 : The time stamp when the job state is run on CE
D3 : The time stamp when the job is done on CE

Execution time: ET = D3-D2 , Waiting Time: WT = D2-D1.

ETmax is the max bound for each category (5 mn for short jobs, 45 mn for
medium jobs , 3 h for long jobs , and 15 h for infinite jobs).

Overall - Job Waiting Distribution

Type of jobs Total Mumber of jobs WT < ETmax (%0} Hflhn;ax = WT < 5ETmax WT > 5 ETmax* {%o)

linfinite |[Fo72a8 |75 B |[15 |
llong ||348830 |75 [12 |12 |
[medium 351518 (3 [15 ((E |
|short |[1586020 |53 [17 (iE |
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Job abort reasons distribution
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Available for aborted jobs
http://ccjra2.in2p3.frIEGEE-JRA2/QAmeasurement/abort reason.php

ABORT REASONS DISTRIBUTION

The distribution of abort reasons is the following (data have been collected from January to September 2005) :

Mumber of Abort Percentage of this abort Abort Reasan
Reasons Reasaon
|3950EEB ||?D % ||Cannu:ut plan: BrokerHelper |
31213 |[15 % [[Job proxy is expired. |
29589 |5 % || Submissian to condor failed. |
|245?? ||4 % |||:ann|:|t retrieve previous matches |
|E169 ||1 % ||cannnt retrieve original JDL |
|E11? ||1 % ||Unab|e ta receive data |
5783 |[1 % [10Exception |
|3149 ||=:1 % ||AuthenticatiDnE}{ceptinn |
|2?9? ||<1 % ||Fai|ure while executing job wrapper |
[2104 |[<1 % | sandboxIOException |
395 [[<1 % [unable to read data |
|255 ||<1 % ||JDbSizeExceptinn: Job Size exceeds limits. |
|22?' ||=:1 % ||Cannnt plan: JobAdapterHelper |
o5 1% F'ro_}{yRe_newaIE}{ceptinn: Error during Proxy Renewal
registration.
|22 ||=:1 % ||prm{y expired |
|17 ||<:1 % ||Glohus Ftp APl Failure in creating remote Directories. |
|14 ||<1 % ||JDLF'arsingExu:eption: Errar while parsing Jdl string. |
|12 ||=:1 % ||Unab|e to send data |
|? ||<1 % ||Err0r during proxy renewal registration |
|3 ||=:1 % ||Cannnt create condaor submit file |
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C Active users
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Active users per VO
http://ccjra2.in2p3.frIEGEE-JRA2/QAmeasurement/users_active.php?choix=0Overall

A user has been considered as active when he has launched
more than 10 jobs in the month.

If he has launched at least one job and less than 10, he is
considered as inactive.

Overall
|Munth ||NI:| of active users ||NI:| of inactive Users I
|2005-01 |[143 [ 150 |
|2005-02 |[150 [172 |
|2005-03 |[210 [120 |
|2005-04 |[165 139 |
|2005-05 ((EE 122 |
|2005-06 |[142 [ 150 |
|2005-07 |1255 135 |
|2005-08 |[185 [ 125 |
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G
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Job provenance will offer us a more comfortable collect of data
(easier, efficient, reliable) and a mean to obtain the real and sure
"job history" record (middleware linked) we need to provide
statistics

we are preparing the changes

We are willing to refine our statistics and provide new ones
e.g. abort reasons to be refined
e.g. total duration estimate for successful jobs to be built
new schema summarizing job throughput, job duration and job success

In collaboration with GOC accounting people we would like to
evaluate the job throughput using other jobs submission
mechanisms (direct access to the CE, Dirac...)

INFSO-RI-508833 EGEE IV, Pisa, 26 October 2005 13



Sl Urls summary
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JRAZ2 statistics
— http://eqgee-jira2.web.cern.ch/EGEE-JRA2/Q0S/JobsMetrics/JobMetrics.htm

« Job throughput and job success
— http://ccira2.in2p3.frIEGEE-JRA2/QOAmeasurement/showstatsVO.php

* Duration distribution
— http://ccira2.in2p3.frIEGEE-JRA2/OAmeasurement/durationmonthlyVO.php

« Per site throughput
— http://ccira2.in2p3.frfEGEE-JRA2/QAmeasurement/sites Ce.php

« Waiting time
— http://ccira2.in2p3.frIEGEE-JRA2/OAmeasurement/efficiencytime.php

 Abort reasons
— http://ccjra2.in2p3.frfEGEE-JRA2/QOAmeasurement/abort reason.php

» Active users
— http://ccijra2.in2p3.frIEGEE-JRA2/OAmeasurement/users active.php?choix=0Overall




