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SPACI & EGEE on IA64

SPACI Activities on IA64
• Easy LCG installation, configuration and patches on IA64  

• Supported Components: all LCG components

• Documentation, Download, Support, News, etc.

• Test of SPACI’s installation procedures on HP XC6000

• Test on HP-RX2600 nodes with SLC 3.0.4

• Support for Italian VOs (INFNGRID)

• User support within Italian Central Management
Team for IA64 community

• Bugs Report (GridICE on IA64, etc.)
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SPACI & EGEE on IA64

RX2600
• Automatic Procedure for installation, configuration and patches of LCG on 
IA64 nodes 

• Supported Components: 
LCG2.4.0: CE, WN, UI, SE, MON, RB e BDII 
LCG2.6.0: CE, WN, SE, MON (the other will be soon available)

• Procedures based on bash scripts

• Web site for Automatic Procedure on IA64 (www.spaci.it/egee)
- Info, Download, Support, News, etc..

• SPACI Repository (Cern mirror)

XC6000
• We are testing the automatic procedure on XC6000 (IA64 Itanium2 
biprocessor nodes), considering XC System Software.  
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SPACI Support on IA64

LCG Support on IA64 (mailing lists)
SPACI Support:  grid-prod@sara.unile.it 
Italian Central Management Team
Mailing list Cern: lcg-ia64-support 

LCG Support on IA64 (websites)
SPACI Support:  www.spaci.it/egee
SA1 Italy: http://grid-it.cnaf.infn.it/?sa1italy
CERN: http://openlab-mu-internal.web.cern.ch/
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SPACI  Configuration

FARM

Two sites on GOCDB

1 CE also run on IA64 SLC 3.0.4 (RX2600)

7 WNs, running on IA64 SLC 3.0.4 (RX2600)

1 SE (RX2600) 

1 CE, running on IA64 XC System Software

7 WNs , running on IA64 XC System Software

1 SE, running on IA64 XC System Software

SOFTWARE:

LCG 2.6.0 for IA64 

VOs supported: (atlas, lhcb, cms, alice, 

dteam, all italian VOs)

Ganglia for CE and WNs Monitoring
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Computational Load on SPACI IA64 
Farms (Sept-Oct 2005)

Computational Load “Period September-October 2005”

Submitted Jobs ~ 3500

Jobs Ok: 87% September / 90% October

Jobs Failed Reasons: release bugs SE, storage full for Alice experiments,etc.

Involved VOs: atlas, cms, alice, lhcb, esr, biomed, ingv, magic, cdf, enea, etc.

Computational Load on SPACI farms (Sept-Oct 2005)
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Monitoring SPACI resources

To monitor SPACI resources, we additionally 
provide a web interface to Monitor SPACI 
resources based on Ganglia. 

http://cact2.unile.it/ganglia_egee/


