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APEL in LCG/EGEE

• Overview
• Accounting in LCG/EGEE
• Data Consolidation
• Determining Grid Usage at the RB Level.
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APEL, Job Accounting Flow Diagram

[1] Build Job Accounting Records at site.

[2] Send Job Records to a central repository

[3] Data Aggregation 
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Accounting for Grid Jobs

• Build Job Records at Site
• APEL mapping grid users to the resource usage on  local 

farms
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Accounting Home Page

127 Sites publishing data  (Oct 10 2005)

3.9 Million Job records 

~ 100K records per week (period June – Oct 2005)

http://goc.grid-support.ac.uk//
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Batch Support in APEL

Currently Available in LCG 2.6
• OpenPBS, Torque, PBSPro and Vanilla PBS

~90% Sites in LCG/EGEE

• Load Share Facility (Versions 5 and 6)
CERN, Italy  

Work in Progress (LCG 2.7)
• Condor 

Canada, Cambridge

• Sun Grid Engine 
Imperial College  
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Demos of Accounting Aggregation

Global views of resource consumption. 
• LCG View 
• http://goc.grid-support.ac.uk/gridsite/accounting/tree/treeview.php

Shows Aggregation for each LHC VO
• Requirements driven by CRRB / Kors Bos
• Tier-1 and Country entry points
• All data normalised in units of 1000 . SI2000 . Hour
• Tabular Summaries per Tier1/ Country

• GridPP View
• http://goc.grid-support.ac.uk/gridsite/accounting/tree/gridppview.php

Shows Aggregation for Rocs and Organisations 
• CESGA View
• http://www.egee.cesga.es/EGEE-SA1-SWE/accounting/reports/

Prototype for EGEE View of resource consumption?



LHC View: Data Aggregation For VOs per Tier1, per Country



Organisation Structures

EGEE (1)

France (1.1) UK/I (1.2) S.E.E (1.3)

GridPP (1.2.1)

LondonT2

ScotGrid

IMPERIAL

QMUL

Edinburgh

Consolidated views of resource usage 
• Tier1 and Tier2 within an EGEE ROC



Aggregation of Data for GridPP 
Community



Aggregation of Data for Tier2



Data Aggregation at Site Level

Breakdown of data per Vo per month 
showing Njobs, CPUt, WCT, record 
history

Total CPU Usage per VO

Gantt Chart NB:Gaps across all VOs consistent with scheduled 
downdowns in GocDB



http://www.egee.cesga.es/EGEE-SA1-SWE/accounting/reports/

Provides reporting 
for the SWE 
federation.

Protected area for 
users to get usage 
at dn level.
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Determining Usage of the Grid

• How many different ways are there to submit a job on the 
grid?

• Broadly speaking, two categories: Indirect and Direct
• INDIRECT: using a resource broker and a JDL

Example: via a known “core” RB for SFT Monitoring Jobs
Or via a private RB to target national resources 

• DIRECT: globus-job-run by specifying the target resource
Example: Atlas production run earlier in 2005 
• which required 1 hr cpu time, but took 7 seconds to submit via a RB. 

Thus, the RBs were a bottleneck.
• CPU Usage per site for this run available from the Atlas production 

database. 
• Significant usage via this path: 50% Rome LCG Production
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Determining Usage of the Grid

COMPUTING ELEMENT/
BATCH FARM MANAGER
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Indirect via RB
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Comparing Numbers: APEL vs JRA2

• Can RB L&B be used to gauge use of the grid?
Not all RBs have RGMA publishers installed
RBs are not the only gateway to grid resoucres

• Sum over RBs to find total usage for each site and compare with the 
numbers at the end point.

• Example: SWE (PIC) Tier-1 that has deployed APEL (complete 
dataset).

1711387833524294998LB      =  4327
APEL = 14233

AUG 2005

0150540762455886LB      = 20
APEL = 8922

FEB 2005

BIOMEDLHCBDTEAMCMSATLASTotal (Njobs)PERIOD
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Service Metrics for RB

• Rather than gauge grid usage on a site or VO basis, why 
not try it on a job by job basis?

• Metric WG wants to monitor availability of RBs using test 
jobs that have a know finite WCT on the target resoucre.

• Compare APEL information with L&B information for these 
test jobs.
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RB Service Monitoring : Metrics WG

JOB Script

RB to test

EDG_WL_JOBID   

Timestamp_1

RBedg-job-submit 

GOC (UI)
Select good 

CEs from SFT

GOCDB

CEs
RBs

CE

Other.GlueCEUniqueID

Received Acknowledgement

Timestamp_2
WN

OK

Step 1: Submit a Known Job via a known RB to a 
Known CE.

DK2
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DK2 Data Flow Diagram
A graphical means of presenting, describing or analyzing a process.
Dave Kant, 3/28/2004



EGEE’04 PISA, Oct 2005 - 20

RB L&B Data

• RGMA query of JobStatusRaw table which holds L&B data
• Record States of RB for the specified Job 

Submitted 
Waiting
Ready
Scheduled
Running
Done
Cleared

• Correlate time in running state with the APEL WCT
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Alternative Approaches

• Compare on a job-by-job basis via the WMS job ID
DGAS – APEL integration
APEL support for Condor

• Any other ways?


