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Enabling Grids for E-sciencE
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CIEICJC) \What happened since Athens ?

Enabling Grids for E-sciencE

The number of users in VOs related to NA4 activity kept
growing regularly
from ~500 at PM9 to ~1000 at PM18
More than 20 applications are deployed on the production
infrastructure
The usage of the grid by pilot applications has
significantly evolved during the summer
From data challenge to service challenge (HEP)
First biomedical data challenge (WISDOM)
Several existing applications have been migrated to the
new middleware by the HEP, biomedical and generic
teams

Support of NA4 test team
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Enabling Grids for E-sciencE

Production

Fundamental activity in
preparation of LHC start up

Physics
Computing systems
Examples:

LHCb: ~700 CPUl/years in 2005
on the EGEE infrastructure

ATLAS: over 10,000 jobs per day

Comprehensive analysis: see
S.Campana et al., “Analysis of
the ATLAS Rome Production
experience on the EGEE
Computing Grid“, e-Science
2005, Melbourne, Australia
A lot of activity in all involved
applications (including as usual a
lot of activity within non-LHC
experiments like BaBar, CDF and
DO)

A lot more detalils in DNA4.3.2
(internal review)
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CPU used: 6,389,638 h
Data Output: 77 TB
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C Integration and development

Enabling Grids for E-sciencE

Task Forces

EGEE + experiment people. Very close and positive
collaboration. Emphasis on integration onto EGEE infrastructure

One example (direct contribution of NA4-HEP/ARDA
within the ATLAS TF

Detailed studies of 5 e e
advanced gLIte feature e . . . . . — First gLite prel.4 WMS
WMS bulk submission Ed — F=] pertormance measurements
(ATLAS TaSk Force) ;j:—: e n N 1 - gqlitric}r;‘)WMSMCPU’SGB

— 300 simple hello world jobs

Use of special installation for B’

H 35 il e S — submitted by 3 parallel
- | threads

Other middleware tested P T T R —
N NJ e i i bn\uﬁL.an.,,JMMw,M\ "*Nl'ﬂ“”*-”f'?‘-"f‘*k\"wr!rwﬁe‘w___“““L_._,MJ Jo.bslsec.

er ™ [T zore 2300 s0be 330 - Filspatchlng rate ~ 0.08

in the framework of other ..~ = = = = = = = = -gmeert
ARDA prototypes and TFs i RIS himam
More under arda.cern.ch -~

atlasce.Inf.infn.it

* Thanks to Elisabetta
S Molinari for setting up the
R — : b gLite WMS in Milan

30 Sept. 2005 LCG/EGEE Taskforce Meeting

Massimo Lamanna / CERN 11
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CHLEE Development and integration

Enabling Grids for E-sciencE

73 ARDAJCMS Analysis Prototype - Microsoft Internet Explorer FEX
File Wigw  Faw ls -

aries  Toals  Help
Qe - O @ @ <h pﬁear[h *Favuntas & &2v ; @-J@ @ 3
b R

From prototypes to coherent i s _ ams
Integration (CMS)
NA4 HEP (ARDA/ASAP) prototype

-> converging on the CMS CRAB
system e s

SC3 activity, analysis jobs,
productions jobs - CMS
daShboard 000 2000 N“nahieﬁroof JOh:cTTm 5000 5000

Clear signs of wide user activity!!! —

~

User vs Number of Jobs

v
€] Done &3 Local intranet
ASAP and CRAB O © BB P frrm @ 35 5 O OB
ke | ] heep 253, cerm.chidashboardftranster hstory. php v B
3 Crabemon - Microsoft Infesnet Explarer - =] [ view| &
Fie Edt View Fovorbes Toos  Help ﬁ. -
COu- Q@ HAG Puwa e @ 2R 0-UJKO 3 oot Gabe ot N of s
2ekdss | ] Pitaelfemsardosh 5a.nfn -crablessatt. st ~ Bw
~) B AT TORNMC . . i
iwen etonoge  CRAB-TOB-MONITORING g
di Fisica Nucleare ¥
(o ety s iveonk i progressh
TODAY : Thursday , 20 October , 17:12:07 CERN TIME Jobs submitted today : 366 e . l
Last : [ Morh v i
i ;

I N FSC aaaaaaaaaaa A Tnput Rats iBced S dutput Rae (iBom
v

] oene. & et &] Done: &3 Local intranet.




CHLEE Development and integration

Enabling Grids for E-sciencE

Other examples: 4 2005 workshop:

Efficient data access
integration: File catalogue

A_CL and fast data access )*[';m,@

via xrootd (ALICE ] At Emeope s appendes
File Catalogue rooti/i<server><port>/ihomelaice/myfile.root?

prototype and TaSk Force) &authz=-----BEGIN.....&V O=dlice&’

Improved user access:
GANGA (ATLAS and
LHCb activities). Public
beta is out. Good

Prototype

feed b aC k an d d e m O i n Validate our ideas and expose a

concrete example to interested parties

1 Multiple back ends
P I Sa Currently: Oracle, PostgreSQL, SQLite,
MySQL
- - . Dual front ends
Contribution to services

Chosen for performance

used also outside HEP

Compare SOAP with TCP Streaming

and Contrlbuted to gLIte Also implemented as standalone

Python library

(AM GA) Data stored on the file system

Massimo Lamanna / CERN i3
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G

Biomed Virtual Organisation

Enabling Grids for E-sciencE

~ 70 users, 9 countries
> 12 Applications (medical image processing, bioinfor matics)
~3000 CPUs, ~12 TB disk space
~100 CPU years, ~ 500K jobslast 6 months

BIOMED jobs distribution
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First biomedical data challenge: World-wide In

Silico Docking On Malaria (WISDOM)

Enabling Grids for E-sciencE

Domain distribution of Flexx run jobs

Significant biological parameters

two different molecular docking
applications (Autodock and FlexX)

about one million virtual ligands
selected

target proteins from the parasite
responsible for malaria

Significant numbers

Total of about 46 million ligands
docked in 6 weeks

1TB of data produced

Up 1000 computers in 15 countries
used simultaneously corresponding

to about 80 CPU years Discuss Data Challenge results

Average crunching factor ~600 Prepare next steps towards a malaria
Grid (EGEE-II, Embrace, Bioinfogrid)
Information: http://wisdom.eu-egee.fr

bg; 597 com; 1072

it; 3687 il; 263 gr; 2004

WISDOM open day
December 16th, 2005, Bonn (Germany)
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e ee NA4/biomed tests on the PPS

Enabling Grids for E-sciencE

Migration from prototype testbed to PPS
PPS components tested

Weekly testing of WMS: very unstable in August, improved in
September

FIReMan: stability problems in early releases, now solved
ACLs for file access: OK

R-GMA in replacement of MDS (CDSS): much improved stability
Other gLite testing

Site installation (v1.0, 1.1, 1.2 and 1.3)

Advanced data management on prototype testbed:
FIReMan, File Transfer Service, Metadata (AMGA), File
encryption, dCache SRM (SRM-DICOM interface)

Security features really needed for biomedical
applications: expected on PPS soon!

Migration of biomedical applications
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e ee Generic Applications’ use of EGEE

Enabling Grids for E-sciencE
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e ee All gLite Services available
Enablina Grids for E-sciencE and teSted On GILDA
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Q! gLite brought to 100s during

EGEE tutorials with GILDA

Enabling Grids for E-sciencE

« First gLite tutorial on GILDA, Catania, 13-15 June 2005
 ESR retreat to move to gLite, Bratislava, 27-30 June 2005
 GGF Grid School, Vico Equense, 10-22 July 2005

« EGEE Summer School, Budapest, 11-16 July 2005

« Healthgrid Workshop, Clermont-Ferrand, 25-27 July 2005

« UK grid event, Swansea, 6 August 2005

 EGEE Tutorial, Taipei, 22-23 August 2005

« EGEE tutorial for summer students, CERN, 24 August 2005
 EGEE Tutorial, Tokyo, 25-26 August 2005

 EGEE Tutorial, Seoul, 29-30 August 2005

 EGEE Tutorial for the Crossgrid Project, Lausanne, 5-9 September
2005

« Cern School of Computing, Saint-Malo, 12-15 September 2005

« GridKa School for Grid Application Developers, Karlsruhe, 26-30
September 2005

 MAGIC Coll. Meeting, Tenerife, 16 October 2005
 EGEE-4 Training day, Pisa, 23 October 2005



e Other achievements:MoUs almost

Enabling Grids for E-sciencE fl n al I Zed
Actions Comp Magic | Planck Drug Egeode | ESR
Chem Discovery
MoU filled by OK OK OK OK Waiting OK
applications feedback
SA1 OK OK OK Waiting OK OK
questionnaire feedback
SAl OK OK OK OK — Biomed VO -
resources OK
SA2 OK OK OK OK - OK
NA3 OK OK OK OK - Waiting
feedback

Special thanks to Rolf Rumler (SA1-OAG)
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C Short term perspectives

Enabling Grids for E-sciencE

NA4 related sessions during this conference

Industry Forum meeting Tuesday afternoon

NA2-NA3-NA4-NAS joint session Tuesday afternoon to discuss
relationship between EGEE and other EU-funded projects

Demo session Wednesday (16 demos) and posters all week long

EGEE Generic Applications Advisory Panel meeting Thursday
afternoon

Approval of deliverable DNA4.3.2 due at PM18
Very positive feedback from reviewers

EU-review beginning of December
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C EGEE first User Forum

Enabling Grids for E-sciencE

Dates: March 1-3 2006

Location: CERN, Switzerland
Target attendance: 150 participants
Goals

Get a consistent understanding across the EGEE related projects of
expectation, present status and possible evolution

Promote cross-application fertilisation

Prepare EGEE-II
Participation open to external projects and EGEE members
Format: 3-day workshop

Presentations by thematic areas selected by invitation and through a
call for contributions

EGEE presentations (integration of new applications, access to
resources, status of middleware,...)

With a lot of time for discussion
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NA4 in EGEE-II

Enabling Grids for E-sciencE

« Ongoing support to 2 pilot areas (High Energy Physics, Biomedicine) with established
user communities and large scale applications

* On-going support to GILDA, the virtual grid laboratory

* Increased support to 4 scientific disciplines (Astrophysics, Computational Chemistry,
Earth Sciences, Fusion), 3 of them coming out of EGEE generic applications

* Increased effort to foster a cohesive application community at NA4 management level
* Increased complexity from the wider regional distribution and the associated projects

Task Goal Resource Fraction
allocation in PM
TNA4.1 Support teams to help with consulting | 1005 51%
and porting of applications
TNA4.2 Evolution of pilot applications with 215 11%

evolving middleware services

TNA4.3 Validation of the efficient production 282 14%
and continuous availability of data for
the scientific communities

TNA4.4 Grid laboratory to attract and expose 192 10%
new applications to grid computing

TNA4.5 Management of the large and diverse 269 14%
set of application and institutes
involved in NA4




NA4 achievements and issues

Enabling Grids for E-sciencE

Achievements

The number of users in VOs related to NA4 activity has doubled

The usage of the grid by pilot applications has significantly
evolved

The migration of several existing applications to gLite is achieved

Issues
The migration to gLite

The availability of gLite software on the pre-production and
production services;

The amount of effort required by the VOs in order to obtain
useful results from the use of the grid

The avallability, accessibility and quality of user documentation

Perspectives: EC review, User Forum, EGEE-II
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